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Foreword

The 8th Symposium on Building Physics in the Nordic Countries was held June 16-18, 2008 in
Copenhagen, Denmark. The Symposium has been organized jointly by The Technical University of
Denmark; The Danish Society of Engineers’ Society for Building Physics; and the Danish Building
Research Institute, Aalborg University.

The Symposium in Copenhagen invited
contributions regarding:

Research results on
e Energy performance
e Hygrothermal
performance/moisture
e Aijr transport

Practice

Experiments

Covering building physical heat, air
and moisture transfer in

e Building materials

e Building envelopes

Models

e Whole buildings 62//%
With special emphasis on 6))& &

e Models &/90&&

e Experiments %

e Practice

The Symposium was held in the format of two days as a traditional conference with oral presentations
followed by brief discussions. The third day was devoted to the practical use of research results, and
the programme on this day was laid such as to allow for more discussion of the presented results, not
least with a scope to debate the practical implications.

The Symposium follows previous symposia held in Lund 1987, Trondheim 1990, Copenhagen 1993,
Helsinki 1996, Gothenburg 1999, Trondheim 2002 and Reykjavik 2005. While the symposia are
always arranged in one of the Nordic countries, they are increasingly attracting participants from other
countries. Out of more than 250 abstracts, some 182 papers were eventually prepared for the 2008
Symposium in Copenhagen, half of them by researchers from other than the Nordic countries.

The venue of the Symposium was the meeting centre of the Danish Society of Engineers, IDA, on the
harbour front of central Copenhagen. By providing this facility, IDA constituted the main sponsor of
the Symposium, and their cooperation is gratefully acknowledged!

The organizers also would like to thank the participants of the scientific committee and people who
have assisted in reviewing papers. Their contributions have been very important to ensure the quality
of the Symposium.

Personally, I would like to thank my colleagues in the organizing committee for their true dedication
to the project.

Copenhagen, June 2008 Carsten Rode
Chairman of the organizing committee
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Thermal insulation performance of reflective material layers in
well insulated timber frame structures

Sivert Uvslgkk, Senior Scientist.
SINTEF Bygforsk;
sivert.uvslokk@sintef.no

Heidi Arnesen, Research Scientist
SINTEF Bygforsk;
heidi.arnesen@sintef.no
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SUMMARY:

The paper presents some results from a study of the thermal insulation performance of air cavities bounded by
thin reflective material layer integrated in well insulated roofs, ceilings, walls and floors. By use of reflective
materials closed air cavities may provide a thermal resistance of approximately 0.6 m?K/W in roofs and ceilings,
equivalent to 20 mm mineral wool, and approximately 0.8 m?K/W in walls, equivalent to 30 mm mineral wool. In
structures with heat flow direction downwards, like in floors, the potential R-value of a closed air layer is much
higher as the natural convection may bee very low due to thermal stabile air layers.

1. Introduction

The interest for single or multi layer reflecting products for use in building structures has increased, even in
regions with cold climate and well insulated building envelopes, partly because of a general lack of conventional
thermal insulation material due to high activity in the building industry. Another reason may be an overestimated
marketing of the thermal performance of these products due to lack of knowledge of building physics in some
enthusiastic manufacturing organisations, testing institutes as well as in some certification bodies.

A goal of the study is to show both the possibilities and the limitations of these reflective products used in well
insulated building structures.

2. Heat transfer mechanisms in air cavities

A reflecting material layer will improve the thermal resistance of a neighbouring air gap by reducing the long
wave radiation heat transfer. For cavities in roofs and walls the improvement is however limited as the natural
convection will increase and dominate the heat transfer when the air cavity thickness increase beyond a certain
limit. In general there are four main mechanisms of heat transfer through a cavity or a building structure:

e conduction in solid materials or gasses

¢ long wave radiation in cavities

® natural convection inside closed cavities

e air leakage through the structure
The sum of heat flow of the three first mechanisms is called thermal transmittance, U-value, and is included
when estimating the thermal resistance, R-value, of the cavity or the whole building structure. The heat loss by

air leakages through the cavity or the structure is not to be included in the terms R-value and U-value, but has to
be treated as air infiltration/exfiltration heat loss of a building.

To prevent heat loss by air leakages timber frame structures have to be made airtight by use of special layers,
normally a vapour barrier on the hot side and a wind barrier on the cold side. In all calculations made as basis for
the figures in this paper the heat loss from air leakage is set to zero.

As shown in figure 1 long wave radiation is the dominating heat transfer mechanism in closed air cavities
bounded by ordinary building materials with emissivity €= 0.9.
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By use of a reflective foil, with emissivity 0.05, at one face of the cavity the heat flow by radiation is
dramatically reduced to approximately 5 % as shown in figure 2. The heat transfer by convection does increase
with the thickness of the cavity and will limit the R-values of such cavities in roofs and walls. The heat transfer
has been calculated according to ISO 15099:2003, see section 3.

—o— radiation —=— conduction —aA— convection ——total heat transfer
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FIG. I: Estimated heat transfer in a closed air cavity bounded by ordinary materials, € = 0.9, for various
thickness of the air cavity. Total timer frame thickness is 200 mm.
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FIG. 2: Estimated heat transfer in a closed air cavity bounded by a reflective material at one face, € = 0.05, for
various thickness of the air cavity. Total timer frame thickness is 200 mm.
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3. Estimating R-values of closed air cavities

3.1 Methods

The total heat flow through an air cavity depend on several parameters like
e thickness and height of the air cavity
e emissivity of the air cavity bounding materials
e R-value of the rest of the structure
¢ indoor- and outdoor temperatures

e direction of the air cavity and the heat flow

These parameters are all influencing the various heat transfer mechanisms. The resulting R-value of the cavity is
therefore not a material property of the reflective product, but a property of the complete structure for the given
heat flow direction and ambient temperatures. The thermal resistance, R-value, of the cavity and the whole
structure can be calculated according to international standards or measured in laboratory by use of hot-box.

The values shown in this paper has been calculated according to ISO 15099 Thermal performance of windows,
doors and shading devices — Detailed calculations, which is the most updated international standard for heat
transfer in closed cavities.

EN ISO 6946:1996, Building components and building elements, Thermal resistance and thermal transmittance,
Calculation method, which is the normally used standard for calculating R-values and U-values for building
structures may also be used, but the algorithms for natural convection are more simplified and gives some lower
cavity R-values compared with ISO 15099.

3.2 Accurate measurements require a large hotbox.

The heat flux (W/m?K) through an air cavity with natural convection is not evenly distributed over the cavity
area. Due to the convection the temperature gradients will be changed at the top and bottom of the air gap. At the
bottom of the cavity the temperature gradient will increase on the warm side giving a locally increased heat flux
from the indoor environment into the cavity. On the cold side of the cavity the temperature gradient and heat flux
will be somewhat reduced. At the top of the air cavity the situation will be opposite leading to a locally increased
heat flux from the air cavity to the outdoor environment. The total heat flux through the entire cavity and the
system will increase when natural convection is developed.

To get an accurate measurement of the thermal resistance of a wall with air cavities it is therefore essential that
the metering area of the hotbox is large enough to cover the full height of the cavities. To get representative
results the measurements need to be carried out on specimen of full height. A metering area covering only the
central part of the cavity will give an overestimated R-value. See fig. 6.

3.3 Misinterpreted laboratory tests has led to wrong R-values

In some comparative tests on roof sections which have been carried out at some laboratories the heat loss by air
leakages has been included when estimated R-values and U-values of the products. A multi layer reflective
product with sealed joints has been compared with pure mineral wool with neither a vapour barrier nor a wind
barrier to prevent air leakages. As mineral wool is an air permeable material, most of the heat loss was caused by
air leakage. The heat inputs needed to achieve the same temperature difference across the two roofs were
approximately similar. This observation has been misinterpreted and led to the false idea that multilayer
reflective products with a thickness of approximately 10 mm have the same R-value as 200 mm conventional
mineral wool. This is physically impossible for walls and roofs as natural convection will develop and dominate
the heat transport when the air cavity thickness exceed approximately 20 mm for roofs and 30 mm for walls. See
fig. 4.
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3.4 Theoretical calculations

Results from the theoretical calculations are presented in diagrams in the figures 1 to 8. Comparison with hot-
box measurements are shown in figures 4 and 5. Main conditions for the calculation shown in fig. 1 to 6 are:

¢ total thickness of conventional insulation and air cavity is constant 200 mm
e thermal conductivity of the conventional insulation are 0,037 W/mK

® 1o air leakages through the cavity or the structure

e the emissivity of the reflective layer has been set to 0,05 (except for fig. 6)

¢ indoor and outdoor temperatures are +20 °C and 0 °C respectively (except for fig. 7)

Cold side /\ Heat flow direction

-

N
(
\

Hot side

Reflective vabour barrier Timber frame

Closed air layer Mineralwool

FIG. 3: Estimated heat transfer in a closed air cavity bounded by a reflective material at one face, € = 0.05, for
various thickness of the air cavity. Total timer frame thickness is 200 mm.
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FIG. 4: Estimated thermal resistance of closed air cavities in roofs, walls and floors compared with the thermal
resistance of conventional insulation material. The air cavities is bounded by a reflective material at one face,
&= 0.05. Total timer frame thickness 200 mm.

3.5 Direction of heat flow

As shown in figure 3 the R-value of a closed air cavity facing a thin reflective layer is strongly dependent of the
heat flow direction. The resistance is equivalent with a conventional thermal insulation layer with a thickness of
approximately 30 mm for walls and approximately 20 mm for roofs and ceilings. Increasing the air cavity
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thickness beyond these limits will not increase the thermal resistance of the cavity due to the development of
natural convection.

In structures with heat flow direction downwards, like in floors, the potential R-value is much higher as the
natural convection may bee very low due to thermal stabile air layers.

3.6 Comparison between calculation and measurement

The measured results shown in fig. 5 and 6 are from hot box measurements on a timber frame wall of full height,
2.4 m, with a reflective vapour barrier and a closed air cavity between the vapour barrier and the indoor
cladding. The thickness of the conventional mineral wool insulation was 153 mm. Measurements were
performed for alternative thicknesses of the air cavity. A comparison of calculated and measured U-values of the
wall shows good agreement. The Measured U-values are between 1 % and 6 % lover than the calculated one as
shown in fig. 5.
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Calculated U-value, W/m2K

FIG. 5: Comparison of measured and calculated U-values of a timber frame wall with 154 mm conventional
insulation, reflective vapour barrier and a closed air cavity of three alternative thicknesses. The emissivity of the
reflective vapour barrier was 0.05.

The R-values shown in fig. 6 were measured by use of a heat flow meter located at the middle height of one of
the air cavities of the timber frame wall. The heat flow meter was 1 mm thick and had a circular metering area
with a diameter of 50 mm. As explained in chapter 3.2 the heat flow meter gives an overestimated R-value of
cavities with natural convection. The R-value given for the 32 mm thick air cavity is too high because
convection will influence the heat flow primarily at the top and bottom of the air gap where the air flow turns.
The resulting heat flow increase will not be “caught” by the heat flow meter located at the middle height where
the air flow will be primarily perpendicular to the heat flow direction.
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FIG. 6: Measured R-values of a closed air cavity bounded by a reflective material at one face compared with
calculated values according to two alternative standards. The air cavities is bounded by a reflective material at

one face, €= 0.05. Thickness of ordinary timber frame/insulation 154 mm

3.7 Emissivity
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FIG. 7: Thermal resistance of a closed cavity in a timber frame wall calculated for various emissivity of the

reflective material. The total thickness of timber frame is 200 mm. The air cavity is bounded by a reflective
material at one face.
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3.8 Temperature difference
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FIG. 8: Estimated thermal resistance of a closed air cavity, integrated in a timber frame wall, for various
outdoor temperatures. The closed cavity is bounded by a reflective material at one face €= 0.05. The total
thickness of the timber frame is 200 mm.

When the outdoor temperature falls, the temperature difference across the air cavity will increase. The
temperature difference across the cavity is the “power” of natural convection which will increase and resulting in
areduced R-value.

4. U values of timber frame walls with air cavities
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FIG. 9: Estimated thermal transmittance, U-value of a timber frame wall with conventional insulation combined

with one closed air cavity bounded by a reflective material at one face, emissivity 0.05, for various thicknesses
of the air cavity and various overall thicknesses of the timber frame wall.
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In timber frame walls it is recommended to put the pipes for water and electricity conductors in a cavity between
the vapour barrier and the indoor cladding. This is done to avoid penetration of the vapour barrier in order to
achieve good air tightness. Using a reflective vapour barrier the cavity may remain empty, with no conventional
insulation, and still have an acceptable R-value.

5. Conclusion

Used in a correct way a reflective vapour barrier will increase the R-value of closed air cavities integrated in
timber frame structures. The R-value is strongly dependent on the heat flow direction. The resistance of a closed
air cavity can be equivalent with a conventional thermal insulation layer with a thickness of approximately

30 mm for walls and approximately 20 mm for roofs and ceilings. Increasing the air cavity thickness beyond
these limits will not increase the thermal resistance of the cavity due to the development of natural convection.

In structures with heat flow direction downwards, like in floors, the potential R-value of a closed air layer is
much higher as the natural convection may bee very low due to thermal stabile air layers.

To get representative R-values and U-values of structures containing air cavities it is essential that measurements
are performed on full height specimen by use of a hot box with a metering area that covers the full height of the
cavities. A metering area covering only the central part of the cavity will give an overestimation of the R-value.
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SUMMARY:

Vacuum insulation panels (VIPs) have recently been discovered by the building sector. Because they are
evacuated, their ideal or centre-of-panel thermal conductivity is as low as about 0.004 W-m™-K'. As a
consequence, vacuum insulation panels combine high thermal performance with limited construction thickness.
Integrated into building panels, however, a thermal bridge effect occurs at the panel’s edge due to the combined
effect of the high barrier laminate around the VIP and the (structural) edge profile along the circumference of
the component. Until now, numerical calculation tools are used for estimating the overall thermal performance
of building panels. This procedure however is time-consuming and does not give insight into the relations
between relevant parameters. This paper therefore presents and numerically validates an analytical model for
calculating this thermal edge effect, especially for thermally highly performing building components with
vacuum insulation panels as core. The model however is generally valid for thermal shunting effects due to the
edge of building panels. Based on a comparison of analytical to numerical data, it is shown that the inaccuracy
of the analytical model compared to numerical data is less than about 10% within limitations specified.

1. Introduction

Although vacuum insulation panels (VIPs) have widely been used in refrigerators and transport containers for a
long time, they have only recently been discovered by the building sector. A vacuum insulation panel is a
thermal insulator consisting of an open-celled core material, which is after evacuation tightly sealed into a high
barrier laminate to maintain the state of vacuum. In this state of vacuum, the ideal or centre-of-panel thermal
conductivity of a VIP is as low as about 0.004 W-mK! (Caps et al., 2001; Simmler et al., 2005). As a
consequence, vacuum insulation panels combine high thermal performance with limited construction thickness.
Integrated into building panels, however, a thermal bridge effect occurs at the panel’s edge due to the combined
effect of the high barrier laminate around the VIP and the (structural) edge profile along the circumference of the
component. Especially the latter effect reduces the overall thermal performance significantly, to the degree
depending on the thermal conductivity and thickness of the core, the thermal conductivity and thickness of the
face sheets and the width and thermal performance of the edge configuration (Tenpierik and Cauberg, 2007;
Tenpierik et al., 2007).

Glicksman (1991) was among the first to mathematically define thermal bridge effects that occur on vacuum and
reflective insulations. Other researchers addressed experimental determination of thermal performance of a VIP
(Ghazi Wakili et al., 2004) or of a VIP assembly (Brodt and Bart, 1994; Nussbaumer et al., 2006). Different
studies aimed at investigating the influence of the high conduction envelope on thermal performance of a VIP
(Ghazi Wakili et al., 2004; Nussbaumer et al., 2005; Nussbaumer et al., 2006) or to investigate edges of building
panels (Bundi, 2003; Schwab et al., 2005), all applying numerical simulations. Based upon previous numerical
studies, Simmler and Brunner (2005) declared design values for VIPs including thermal bridge and ageing
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effects. Thorsell (2006) even succeeded in reducing this effect by modifying the shape of the panel edge into a
serpentine edge. Although both experimental and numerical studies generated a significant amount of
knowledge, they are very time-consuming and labour-intensive. Moreover, these studies did not clearly define
relationships between relevant parameters influencing thermal bridging. Because of these issues, Tenpierik and
Cauberg (2007) derived and verified an analytical equation that predicts the effect of the thermal bridge induced
by thin film VIP barrier laminates. This model however is not valid for building panels having broader edge
profiles and larger thermal bridge effects.

Until now, either numerical calculation tools or very inaccurate analytical models (NEN-EN-ISO 6946, 2005)
are used for estimating the overall thermal performance of such building panels. These procedures however are
either time-consuming or lack accuracy. This paper therefore presents and numerically validates an analytical
model for calculating this thermal edge effect, especially for thermally highly performing building components
with vacuum insulation panels as core. The model however is generally valid for thermal shunting effects due to
the edge of building panels. Based upon this analytical procedure, manufacturers, building scientists and
architects can optimise the thermal performance of building constructions, thus contributing to the required
energy reduction of buildings in their occupational phase and the desired well-being of the building’s occupants.

2. Overall thermal performance

In general, the thermal transmittance, or U-value is used to determine the thermal performance of building
enclosures. For non-homogeneous building panels, thermal bridge effects need to be considered when
calculating this U-value for the panel as a whole. In contrast to international standard NEN-EN-ISO 10077
(2004), the overall thermal transmittance of a building component here is defined as

2
U, = UmpSmp - 4Uedgew + y/edgelp ~ Umpsmp + y/('dgelp (I)

eff —
Sep +8 Sep + S

edge edge

In this equation S, [mz] is the central area, Seqqe [m2] the edge surface area, U, [W'm'z'K'l] the thermal
transmittance of the central area, Ueg [W-m’z-K'l] the thermal transmittance of the edge, W [W-m’l-K'l] the
linear thermal transmittance of the edge, w [m] the width of the edge and /, [m] the length of the panel perimeter.
The difference between this definition and the definition given in NEN-EN-ISO 10077 (2004) is that the linear
thermal transmittance in the first definition consists of both the heat flow over the edge and the additional heat
flow due to centre-of-panel-edge-interactions while in the latter definition it only comprises the additional heat
flow due to centre-of-panel-edge-interactions. This new definition is used because it resembles the definition
used by Tenpierik and Cauberg (2007) for modelling the linear thermal transmittance of VIP edges and because
no immediate knowledge of the thermal performance of the edge is required.

For validation, the 3D steady-state heat transfer simulation tool TRISCO has been employed. For the
simulations, the same conditions and accuracy requirements as were used by Tenpierik and Cauberg (2007) have
been used here. However, the width of the panels, b.,,, was chosen to be 500 mm in stead of 200 mm since 200
mm was not sufficient to obtain adiabatic boundary conditions while 500 mm was.The linear thermal
transmittance of the panel’s edge can now be derived from

soral = 29, .
¢q'm[;120qu'm]’ = fith{Z; - 2Uc0];bco]1 (2)7

ZWedge =

with @y [W] the total heat flow through the building panel numerically calculated, @;..., [W] the heat flow
through the central region, I*° the simulated panel length (= 1 m), AT [K] the temperature difference across the
panel and b, [m] the width of the central region. In this equation, on both the left side and the right side, the
factors 2 result from the geometry defined for numerical simulation, as shown in Figure 1.

Equation (1) already clearly shows that the thermal performance of a building panel including edge effects
increases for increasing panel dimensions and decreasing edge width. Moreover, the thermal properties of the
edge and the centre-of-panel-edge-interaction, determined by ¥4, can strongly affect the overall thermal
performance of a building panel.

10
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FIG. I: Schematic representation of the geometry used in numerical simulations for W,4,.-calculations.

3. Analytical model
For deriving the analytical thermal bridge model, the following are assumed:

. The length of the building panel is presumed infinite. At a defined distance Ly and L, from the
corner of the panel, the temperature profile over de thickness of the panel, therefore, equals the
undisturbed steady-state one-dimensional temperature profile;

. The boundary heat transmission coefficient ¢ is constant across the surface of layer j and the
facing temperature T¢;is constant in the cross-section through the facing;

. Additional radiative heat transfer processes that are not covered by the heat transmission boundary
coefficients, ¢, are not considered;

. No lateral heat exchange between different VIPs in the panel’s edge region occurs.

Using these assumptions, the linear thermal transmittance of the thermal bridge due to the edge of a building
component is now computed analytically as

A A
B,(T,, —co,)(A —Ay) + BB, (T, —c,.) 2 -
y o T sy “Coy MM T 152U 0 ((sz—/lg) NI-2) )
edge (Tl _ Tz) 1 X '\/5 .
In this equation, (N,), N,, B}, By, C and D are calculation parameters, which are defined as
.
N, :\/ J__ 4 A 4a),
trihrg  tritrgdy
je e 4h),
trijdysidy
C=N}N;-BB, (4o),
2 2 )?
D=(N?-N2) +4B,B, (4d),

with f; [m], d. [m], A; [W-m'l-K'l] and A, [W-m'l'K'l] dimensional or material properties of the building
component: f; is the thickness of the facing (on side 1 or 2), d. is the thickness of the panel core, Ay is the
equivalent thermal conductivity of the facing (on side 1 or 2), A. is the thermal conductivity of the panel core and
T; [K] is the boundary temperature on side 1 or 2 respectively. cox [K] and ¢, [K] are the temperatures of the face
sheets at large distance from the thermal bridge where only 1D effects occur. They are calculated as

11
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T, [K] and T, [K] are fictive temperatures of the face sheet right in front of the thermal bridge, determined from

B [64(1(+62)+61(K—63)+e4(12w]cox — [63(1( +e,) +ez(K—e3)+e3(Z2w]coy
(K—eS)(K+el)—(K+a2w+62)(K+alw—e4)

X

(6a),
_ (K—e)a,wT, + [(K+ez)ozlw+otlozzwlel
(K—e3)(K+el)—(K+a2w+e2)(K+alw—e4)
T [e4(K+el) +e (K —e,) +€1a1W]C0x - [e3(K+e1)+e2(K—e4)+e2alw]coy
Sy (K—e3)(K+el)—(K+a2w+ez)(K+alw—e4) (6b)
_ (K+e)oywT, + [(K—e4)a2w+ala2w2]7‘2 |
(K—e3)(K+el)—(K+a2w+ez)(K+alw—e4)
In equation (6), the parameters ey, e,, e3, e, are defined as
B —
e :+%ﬂﬂt}c2 (7a),
2B,B, A4 A,
o = - Aot (7b),
) [NZZ—N12+\/B N2-NZ-+D "
B4 -1
€3 =_%lﬂtﬂ (70,
ZBIBZ Z’l ﬂ”l
e, =— - Aot (7d)7
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withA; and 4, the eigenvalues of the linear system of differential equations derived to represent this thermal
phenomenon. They are defined by

2
. _\/(Nf N (V2 N3] +4B,B, o0
2
(N? +N22)+\/(N12 ~N2J +4B,B,
4= ! (8b).

K [W-m™-K"] finally is the thermal conductance of the edge defined as

K- w ).

Regge T Rpy + Ryy

In this equation, R4, [mZ-K~W’1] is the thermal resistance of the edge spacer, which can be estimated using a
thermal resistance network of this edge, and Ry, and Ry, [mZ-K-W’l] are effective thermal resistances of facing 1
and 2 respectively.

12
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TABLE. I: thermal conductivity of edge TABLE. 2: thermal conductivity and thickness of face sheets
construction materials. and barrier envelopes
Material A[W-m'K"] Material Itacing [Mm] A[W-m'K"]
aluminium 160 aluminium facing 2 160
silica gel 0.12 polyester facing 3 0.25
polysulfide sealant 0.24 stainless steel facing 1.5 16.2
butyl sealant 0.40 aluminium laminate 0.006 160
non-metallic tape 0.33 metallized film 0.097 0.54
air gap

(d=10/20/30/40 mm)  0.06/0.07/0.07/0.08

TABLE. 3: equivalent thermal conductivity of facing, TABLE. 4: equivalent thermal conductivity of edge

A [Wm K. spacers, Avqge [W-mK'].

Material alu. metallized Edge construction alu. metallized

laminate film laminate film

aluminium facing 160.0 152.6 alu. spacer 10 mm 3.75 3.33

polyester facing 0.569 0.259 20 mm 6.21 5.71

stainless steelfacing 16.77 15.25 30 mm 8.11 7.55

40 mm 9.61 9.01

non-metallic tape 2.72 0.317

4. Studied building panels

The analytical model presented in the previous section is validated by studying 24 different symmetrical building
panel variants and several asymmetrical building panels. Only the symmetrical variants will be shown here.
Furthermore, each variant is simulated for five values of the thermal conductivity of the core material (4. = 0.000
-0.004 — 0.008 — 0.020 — 0.040 W-m™"-K™") and for four values of the thickness of this core material (d,=10-20
— 30 - 40 mm), in total thus 480 simulations. The panel variants are made up of four different edge spacers or
construction types: 1.) an aluminium spacer typically used for double-glazing systems; 2.) a panel edge
construction with an inwards folded facing and a silicone sealant; 3.) an optimized thermoplastic spacer and 4.)
an edge consisting of a reinforced non-metallic tape. Due to limited space, solely the results of the first and
fourth type are shown in this paper. Their geometry and their thermal properties are presented in Figure 2 and
Table 1. Besides these edge construction types, three different facings and two VIP barrier envelopes have been
applied, the types and properties of which are shown in Table 2.

First however, we need to explain how the effective thermal conductivity of the facing and the edge spacer are
calculated. Since the heat flow in the facings is mainly directed in the in-plane direction, the combination of
facing and film can be seen as two parallel thermal resistances. The equivalent thermal conductivity of the facing
Ay, is therefore estimated as a thickness-weighted average thermal conductivity. In the panel edge region, the heat
flows are primarily directed from the warm side of the panel towards its cold side. The edge construction type
reinforced non-metallic tape can thus, similarly to the facings, be considered as parallel resistances and be
calculated as a thickness weigthed average. The edge spacer construction aluminium double-glazing spacer
however is geometrically more complex. The thermal resistance of this edge can be estimated using a resistance
network. Table 3 and 4 present the results of the equivalent thermal conductivity calculations for the facings and
the edge spacer constructions respectively.
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FIG. 2: Schematic representation of the aluminium double-glazing spacer and the non-metallic tape edge type.
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FIG. 3a/b: Comparison of analytical model (lines) to numerical data (markers) for an aluminium double-glazing
spacer. The numbers accompanying the lines denote the thermal conductivity of the core in W-m™ K.
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5. Model validation

The derived model is validated by comparing its results to numerical simulations of the building component
types previously discussed. Figures 3 and 4 show a selection of the results. As can generally be seen from these
figures, the prediction of equation (3) is quite well for the aluminium (and stainless steel), thus high
conductance, facings for both spacers. Not shown in the figures is that this also applies to the optimised
thermoplastic spacer. Differences between the analytical model and numerical simulations are however
moderately bigger for the inwards folded edge construction. Detailed analysis of these results showed that the
differences mainly result from the edge approximation by a thermal resistance network. For building panels with
a high conductance facing, differences are thus small. A building component with a 20 mm thick core of a
metallised film based VIP, having a central thermal conductance of 0.2 m*K-W™' and having a 2 mm thick
aluminium facing and an aluminium edge spacer has a ¥q,.-value of 0.667 W-m-K" according to numerical
simulations, and of 0.714 W-m™"-K™" according to equation (3). This is a difference of only 0.037 W-m™-K"', or of
+5.4%. As a second example, a building panel with the same VIP core and the same facing, but having an edge
consisting of a non-metallic tape has a ¥qe.-value of 0.020 W-m™"-K" according to numerical simulations, while
equation (3) predicts a value of 0.021 W-m™-K"!, which is a deviation of 0.001 W-m™-K", or of +2.4%. For low
thermal conductivity facings, like polyester, however, the deviations between modelled and simulated results are
moderately bigger, at least if a polyester facing is combined with an aluminium foil based VIP. For an optimized
thermoplastic spacer based building component with an aluminium foil based VIP of 20 mm and a 3 mm thick
polyester facing, for instance, the deviation between numerical simulation and analytical model amounts to 0.010
W-m K" (= 0.080 W-m ™K - 0.070 W-m™"-K™"), which corresponds to 14.2%. For the same building panel but
now with a metallized film based VIP, the deviation is 0.001 W-m™-K™' (=0.050 W-m"-K ™' - 0.049 W-m™".K™").
Large deviations are thus primarily restricted to panels with a polyester facing and an aluminium foil based VIP.

Based upon a comparison of numerical and analytical data of all calculated variants, Figure 5 plots the difference
between both calculation methods. As can be seen from the plot, for relatively high y¢4..-values, the difference
between both methods is less than about 5%. Below ¥q4e. = 0.1 W-m"-K"' however the deviation increases to
higher values but almost always stays below 20%. Closer inspection of the panel variants causing these large
deviations shows that all of them are constructed with a polyester facing and an aluminium foil laminate as VIP
barrier envelope. Since the error is influenced by many parameters, it is not possible to create strict model
application boundaries in which all parameters are accounted for. The error analysis, however, indicated that the
application range for equation (3) is strongly influenced by two factors: the ratio of the product of film thermal
conductivity and thickness to the product of facing thermal conductivity and thickness (&= Agmfimm / Atacingltacing)
and by the equivalent edge thermal conductance, K. Based upon both parameters, an indication of the application
range of the analytical equation can now be defined by a limit of the ratio A. / d., below which value the
analytical equation can be applied with certain accuracy. For £< 1, all simulated variants had a deviation of less
than 10%. For £> 1, some had a deviation below 10%, some above. For this category, the following necessary
but not sufficient statement can be posed: (4. / d.)jim = 0.9 + 0.96K.
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FIG. 5a/b: Plot indicating the (model) error introduced by the analytical model relative to numerical
computations. The error due to the edge schematisation is not included in this error.
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6. Conclusions

The objective of this paper was to present and validate an analytical model for studying and approximating
thermal bridge effects due to component edges in thermally highly performing building panels. Through a
comparison of this model with results from numerical simulations for several building components, it was shown
that the analytical model can be used with sufficient accuracy, as long as ¥4 is above 0.1 W-m-K". The
analytical model then deviates from numerical results by less than 10%. For most studied building component
variants deviations were found to be even less than 5%.
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SUMMARY:

Polyurethane foam has high insulating capacity and is used in many applications, for example as building,
fridge, freezer and pipe insulation. The thermal conductivity of the foam changes over time due to gas diffusion.
The insulating gases (cyclopentane and carbon dioxide) diffuse out of and air (nitrogen and oxygen) into the
foam over time. The diffusion rates of the gases are temperature dependent. Thus aging is a coupled heat and
mass transfer process.

A model that describes the change of the insulating capacity of the foam over time has been derived and applied
to determine the long-term insulating performance of district heating pipes. Unlike other models, it takes into
account the coupled heat conduction and diffusion, and in particular all cyclopentane phases. Cyclopentane is
present as gas in the cells, condensed liquid and dissolved in the polymer matrix. The calculated time-dependent
concentrations provide good insight into the aging process.

Calculations reveal that the insulating capacity of a DN100/225 forward pipe decreases by about 10% over its
nominal lifetime of 30 years and that the initial cyclopentane content is important. Pipe manufacturers use
different amounts of cyclopentane. The insulating capacity of pipes was found to differ by up to 4% between
manufacturers, due to differences in the initial gas content.

1. Introduction

Polyurethane foam is a material that is used in many applications, such as building, fridge, freezer and pipe
insulation, due to its good insulating capacity. As the insulating capacity of the foam changes over time, it is
important to consider the long-term insulating performance and not only the initial performance.

Cyclopentane and carbon dioxide fill and expand cells in the polyurethane matrix at foaming. These two
insulating gases diffuse out of the foam while air, mainly consisting of nitrogen and oxygen, diffuses into it until
equilibrium is reached with ambient concentrations. The diffusion process and the associated change in cell gas
composition are part of the aging of the foam and have a pronounced effect on its insulating capacity (e.g. Isberg
1988, Hilyard and Cunningham 1994). The diffusion rates are temperature dependent. The cell gas composition
influences the temperature, which in turn impacts on the diffusion rates. The aging is thus a coupled heat
conduction and diffusion process. The importance of temperature feedback has not been investigated.

Another shortcoming when modelling the aging of polyurethane foams has been the treatment of the insulating
gas cyclopentane. Cyclopentane is present in the foam as gas in the cells and dissolved in the polyurethane
matrix. At a high concentration it may also be present as condensed liquid. Although the importance of all
phases of cyclopentane has been pointed out (Holmgren 2004), their influence on the long-term insulating
performance of polyurethane foam has not been studied.

The above aspects are addressed in this paper with reference to district heat distribution application. A radial
model that takes into account the coupled heat and mass transfer as well as all phases of cyclopentane in the
foam has been generated to predict the long-term insulating performance of district heating pipes with
cyclopentane-blown polyurethane foam insulation. The importance of the temperature feedback and
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cyclopentane content is investigated. The model is also described in (Persson and Claesson 2005). The ability to
predict heat losses from district heating networks is important. Heat generation to compensate for heat losses
from the networks results in considerable environmental impact and network costs (Persson et al. 1995, Nielsen
2001, Ting Larsen 2004, Frederiksen and Werner 1993).

2. The model

Straight district heating pipes made up of a steel fluid pipe insulated with polyurethane foam inside a
polyethylene casing were studied. The foam serves as the main resistance to cyclopentane out-diffusion, while
the casing constitutes the main barrier to air in-diffusion and carbon dioxide out-diffusion. The fluid pipe is
diffusion-tight.

2.1 Coupled diffusion and heat conduction

The rate of gas diffusion depends on the temperature of the pipe, so that the description of the long-term
insulating performance is a coupled heat and mass transfer problem. However, the time scales of the heat- and
mass transfer processes differ greatly, as illustrated by the decline times, which are characteristic time scales for
equalisation (Claesson 2001).

L2 L2

t _ b, o = —— 1
72‘2~ /1/,0C d _diffusion 72'2~§ ( )

d _heat =

Here, L [m] is the thickness of the material, A [Jessm™*K™] the thermal conductivity, pc the volumetric heat
capacity [Jsm+K™] and & the diffusion coefficient [m?ss™]. The decline time for diffusion is thousands to
hundreds of thousand times that of heat conduction, depending on the gas studied. When the aging of the district
heating pipes is calculated numerically, it is therefore sufficient to use a stationary temperature profile that is
updated at regular time intervals. Different update times have been tested to decide which one is best; see the
Modelling results and discussion section. It was found that an annual temperature update is sufficient.

2.2 Diffusion

The transport of each gas through the foam is described by the diffusion equation, which states that the increase
in the total molar mass concentration in the foam ¢, [molem™ foam] is given by the net inflow. Numerically, the
diffusion is calculated using explicit finite differences. In discrete form the diffusion equation for each cell n
reads:

2-m-1 Ar-ACy = J, L~ cAL n=12,..N (2)

Here, r, [m] is the mid-point of cell n. The width of the cell is Ar [m]. The length of the time step At [s] is
chosen to meet the requirements of numerical stability for the diffusion. The molar mass flow from cell n to cell
n+1 is denoted J,_,..; [molem™es™]

The total molar mass concentration is the sum of all contributions: the concentration dissolved in the matrix cy
[molem™® matrix], the concentration in the gas phase ¢ [molsm™ gas] and the condensed liquid c;i [molem™
foam]. The gas fraction of the foam is fy [-].

Cot =Cpa 1= Fy)+cC- £, +c"q:[S-R-T (-1 + fg:|'C+C"q €))

It should be noted that both here and in equations (6-7) T is in Kelvin.

Henry’s law and the ideal gas law (molar gas constant R [Jsmol™+K™]) are used in equation (3) to rewrite the
contribution from the gas dissolved in the matrix into an expression for the gas phase concentration. For carbon
dioxide, nitrogen and oxygen, no solubility (S=0) or liquid was taken into account. Their solubilities are low and
their saturation vapour pressures are high enough to prevent condensation.

The molar mass flow is given by the conductance associated with the diffusion between cell n and cell n+1,
KD, _n+1 [m?ss™], multiplied by the concentration difference.

‘] = KDn~>n+1 : (Cn _Cn+l) n= 011""’ N (4)

n—n+l
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The conductance for each gas contains the temperature dependent diffusion coefficient & (T) [m%s™]. From 15°C
to 80°C, the diffusion coefficients increase by factors of 10-40.

1

T r,+0.5-Ar 1 -
In| - + -In ot
270, r 2-7-0,, r +0.5-Ar

n

KD

n=12,..,N-1 (5)

The flow through the steel pipe at the inner boundary ris zero. The casing between r;,s and r. acts as a barrier to
diffusion to the surroundings at the outer boundary. The permeability coefficient of the polyethylene is Ppe
[molem™es™ePa™].

KD, ,, =0
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The above calculations, equations (2-6), are performed for each time step for each of the gases. At each time
step, the cyclopentane is partitioned between its phases, according to its saturation vapour pressure and Henry’s
law. The gas phase concentration is determined by a simple test. Is there enough space for all cyclopentane in the
gas phase or does the cyclopentane condense?

C,
Ciestn = = (7
S(T,)-R-T,-(1- fg)+ fg

If cieq is less than the concentration corresponding to the saturation vapour pressure for cyclopentane, the gas
phase concentration is cis. Otherwise the gas phase concentration equals the saturation vapour pressure
concentration. Once the total cyclopentane concentration, the concentration in the gas phase and the temperature
are known, the concentrations in the other phases are easily determined. Henry’s law provides the concentration
of cyclopentane dissolved in the polymer while the liquid phase concentration is given by the residual amount.

2.3 Temperature update

The temperature update is performed in a loop function that at the same time determines the partitioning of
cyclopentane between its phases. The cyclopentane concentration in the gas phase is first calculated for an
estimated temperature. The thermal conductivity of the foam and the corresponding temperature profile are
calculated on the basis of the determined gas phase concentration. The procedure involving the calculation of gas
phase concentration, thermal conductivity and temperature is thereafter repeated until the difference between two
consecutive iterations is neglible. Constant temperature boundary conditions are used.

The gas phase concentration and the temperature are connected through the thermal conductivity. The thermal
conductivity of the foam is modelled as the sum of contributions from conduction through the gas in the cells, as
well as through the polyurethane matrix and radiation. The contribution from conduction through the gas is given
by Wassiljeva’s equation, which was modified by Mason and Saxena using critical temperatures and pressures
for the different gases. The thermal conductivity due to conduction through the polyurethane matrix is modelled
by a cubical model valid for both high- and low-density foams. The radiation is modelled by Rossland’s
equation. These formulas are described in (Nielsen 1998).

3. Modelling results and discussion

As an example, a DN100/225 district heating pipe comprising a steel pipe with an outer diameter of 114.3 mm
and about 5 cm of insulation was studied. The outer diameter of the casing was 225 mm. The temperature at the
fluid pipe was 80°C and the temperature at the casing 15°C. The effective diffusion coefficients through the
foam, permeability coefficients for the casing and solubility coefficient for cyclopentane in the foam were based
on data from (Olsson et al. 2002, Mangs S 2005, Brodt 1995, Holmgren 2004). The expressions are presented in
(Persson and Claesson 2005).
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3.1 Calculation of performance

A calculation of 30 years of aging based on 10 numerical cells in the insulation of the DN100/225 district
heating pipe takes about one minute. It can be seen in Table 1 that the equivalent thermal conductivity of the
insulation e, [J-s:m™K™"] and the mean heat flow from the pipe Qe [J-s™:m™] over the nominal lifetime were
obtained by three significant numbers based on 10 cells in the insulation. The equivalent thermal conductivity of
the insulation is the constant thermal conductivity of the whole cross-section over the time period that yields the
same heat loss as the actual time and space dependent thermal conductivity. In the same way, the mean heat flow
equals the constant heat flow over the time period that yields the same total heat loss as the actual time-
dependent heat flow.

TABLE 1: Results from calculations performed with different number of cells N for 30 years of aging of the
district heating pipe.

Number of cells N [-] Aeg [IsmtK™M Qeq [Ism™] Calculation time [min]
10 0.02846 17.97
20 0.02850 18.00 4
50 0.02851 18.01 -

3.2 Change in heat flow and concentrations

Figure 1 shows how the heat flow from the reference pipe changes over time. The mean heat loss per metre over
the aging period is about 160 kWhem™eyear™. The heat flow at the end of the nominal lifetime increased by 10%
from its initial value of about 17.2 Jss™sm™. This increase is due to the change of gas composition in the foam
cells. The heat flow decreases during the first few years, due to rapid out-diffusion of carbon dioxide, before
starting to increase. Initially, the cells are filled with cyclopentane and carbon dioxide. When carbon dioxide
leaves the foam, the mole fraction of cyclopentane increases. As the thermal conductivity of cyclopentane is
lower than that of carbon dioxide, the total thermal conductivity of the cell gas decreases. After a few years, the
in-diffusion of air becomes noticeable and the thermal conductivity starts to increase.

19 T T T T T

Heat flow [Wim)

Time [vears]

FIG. 1: Change in heat flow from a district heating pipe over time.

Figure 2 illustrates the change of the average gas phase concentrations over time. Studies of the gas phase
concentration profiles through the foam over time reveal that the carbon dioxide concentration next to the fluid
pipe decreased by 90% from its initial value after about 6-7 years. It takes approximately 30 years for 90% of the
oxygen transport into the foam next to the fluid pipe to take place and about 100 years for 90% of the change in
nitrogen concentration to occur next to the fluid pipe. For cyclopentane the change is even slower. Gas phase
concentration profiles for cyclopentane over time are presented in Figure 3. In Figure 4, the gas phase
concentration profiles for the other gases are given.

Figure 3 also illustrates how the concentration of cyclopentane in different phases changes over time. The
saturation pressure for cyclopentane is lower in the colder outer part of the insulation than in the hotter inner
part. Cyclopentane condenses in the outer parts. A gas concentration profile through the insulation that transports
cyclopentane towards the casing is obtained. The relation between cyclopentane in gas and dissolved phases is
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provided by the solubility coefficient. The solubility decreases with increased temperature in accordance with an
Arrhenius relationship. The coefficient is about 3 times lower at 80°C than at 15°C.
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FIG. 2: Average gas phase concentrations in the foam over time.
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FIG. 3: Division of cyclopentane between phases in the foam over time.
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FIG. 4: Gas phase concentration profiles of carbon dioxide (left), oxygen (center) and nitrogen (right) in the
foam over time.

For large pipe dimensions with thick insulation and casing, the ageing is slow, while it is fast in small pipe
dimensions with thin insulation and casing. According to calculations, the insulation capacity for a larger pipe of
DN800/1000 dimension (813.0 mm fluid pipe) with the same initial gas content decrease by only 0.6% over 30
years, while the decrease for a corresponding pipe of DN20/110 dimension (26.9 mm fluid pipe) would be
14.3%.

3.3 Temperature coupling

Calculations were performed with a fixed temperature profile over shorter and longer time periods. The shortest
time period tested was a change of temperature at each diffusion time step. Calculations were also performed for
changes of temperature each year and for no coupling whatsoever — i.e. with the same temperature profile during
the whole calculation period of the 30 year nominal lifetime of the pipes.

Calculations for the reference district heating pipe with the temperature changed at each diffusion time step and
for the temperature changed each year resulted in the same equivalent thermal conductivity and mean heat flow.
Calculations with the same temperature profile for the 30 years yielded an increase of 0.5% in the determined
mean heat flow, which reflects that the change in the temperature profile of the foam due to aging is small
(Figure 5).

Calculations with the pipe model coupled to a ground model have been performed (Persson and Claesson 2005),
in which the temperature of the casing was allowed to vary due to aging. The ground model indicates the
temperature of the casing based on the ground surface temperature and thermal conductivity. The temperature
variation of the casings in a DN100/225 district heating network is shown in Figure 6. The network was run with
a forward steel pipe temperature of 80°C and a return steel pipe temperature of 40°C in a region with a ground
surface temperature of 8°C. The same initial gas concentrations as for the reference pipe were assumed. The
pipes were installed with 0.6 m of top filling in a soil with a thermal conductivity of 1.5 Jssem™«K™. The heat
flow from the network increased by about 9% from its initial total value of 24.1 Jss™em™ after 30 years of aging.
The mean total heat flow over the time period was 25.0 Jes™'sm™. The heat flow from the forward pipe was
initially 17.5 Jes™sm™ and increased to 19.0 Jes™*sm™ after 30 years. Calculations where the temperature changed
at each diffusion time step and for each year yielded the same mean heat flow results. The difference was in the
third decimal. Calculations with the same temperature profile for the whole period increased the estimation of
the mean heat flow by 0.5% out of the forward pipe and 0.9% out of the return pipe.
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FIG. 5: Initial temperature profile of the foam of the reference district heating pipe (scale to the left) and the
change that occurred in the temperature profile after 10, 20 and 30 years due to ageing (scale to the right).
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FIG. 6: Variation in the average temperature of the casings in a distribution network due to ageing.

TABLE 2: Results for 30 years of aging of polyurethane insulated pipes from different manufacturers.

Pipe A Pipe B Pipe C Pipe D Pipe E Pipe F
DN80/180 DN100/225 DNB80/180 DN80/200 DN80/180 DNB80/180
Equivalent thermal 0.030 0.029 0.030 0.030 0.029 0.030
conductivity [J-stm™K™]

Mean heat flow [J-*s-m™] 18.4 18.3 18.1 15.9 17.7 18.0
Time with condensed 1 4 3 0 15 4
cyclopentane [years]

Change in the heat flow 145 9.8 17.1 13.0 12.6 13.3

after 30 years [%]

3.4 Cyclopentane content

Thirty years of aging have been studied in newly produced district heating pipes from different manufacturers
(A-F) (Table 2). The predictions were made by calculations, based on measured initial gas compositions in the
insulation of each individual pipe. The pipes have steel fluid pipes of DN80 (88.9 mm) and DN100 (114.3 mm)
dimensions. The casings are 180-225 mm in diameter. Condensed cyclopentane was initially present in 5 of the 6
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pipes. Pipe E had the same initial gas concentrations as the reference pipe. The mean heat flow over 30 years
differed by 4% between the best and the worst DN80/180 pipe.

If the cyclopentane content of our reference district heating pipe were decreased so that no condensed
cyclopentane was initially present at the casing, the mean heat loss from the pipe over the 30 year aging period
would increase by about 5%.

4. Conclusions

A model of the aging of polyurethane foam that considers coupled heat conduction and diffusion has been
generated. The model accounts for the diffusion of four gases. Cyclopentane divides into gas, dissolved in the
matrix and condensed liquid. The model has been applied to determine the aging of district heating pipes. A
calculation of 30 years of aging takes about one minute.

The calculations illustrate how the insulating capacity and gas content of the foam change over time. The heat
flow from a studied DN100/225 forward district heating pipe increases by about 10% over a 30 year aging
period. The calculations demonstrate that the amount of cyclopentane present in the pipe is very important. Mean
heat flows over 30 years were found to differ by up to 4% for the studied pipes from different manufacturers, due
to differences in the initial gas content.

It is normally sufficient to perform calculations with the temperature updated each year. Totally neglecting the
temperature feedback, i.e. performing the calculations without temperature updates, causes an error for the
studied DN100/225 case of less than 1%.
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SUMMARY:

The thermal conductivity of insulating polyurethane foam in district heating pipes is an important factor when
improving the competitiveness of district heating, especially in areas of low heat density, where flexible district
heating pipes are widely used. The standardized methods to measure the thermal conductivity of straight pipes
are not applicable due to the small pipe dimensions and the fact that they are coiled. The paper presents a new
transient method to determine the thermal conductivity, including the temperature dependence, for such district
heating pipes. A coil of the flexible pipe is immersed into cold water. The temperature decline of hot water inside
the service pipe (starting at 80 °C) is measured. The method is based on the fact that the temperature decline
depends on the thermal conductivity of the insulation.

Measured temperatures are compared to corresponding numerically calculated values for different parameter
values to characterize A(T). A Kirchhoff transform is used to simplify and increase the speed of the calculations.
The mean square difference between calculated and measured temperatures becomes a function of these
parameters. This function is minimized, and the minimum point gives the parameters of A(T). The minimization
gave stable results with a minimal difference of +0.037 °C. It is shown that a linear form for A(T) is sufficient.

1. Introduction

Flexible district heating pipes are widely used when areas with detached houses are connected to district heating
distribution systems. The flexibility, light weight and few joints of the flexible pipes facilitate the construction of
the district heating distribution system. The relative distribution heat losses when distributing district heat to
areas with detached houses are considerable. It is important to determine and improve the insulation capacity of
flexible district heating pipes. A reliable method for determining the thermal conductivity of flexible district
heating pipes and its dependence on temperature is then required.

The standardized available methods for measuring the thermal conductivity of polyurethane foam in district
heating pipes are restricted to be used on straight pipes. The steady-state thermal conductivity of straight pre-
insulated pipes is determined with the “guarded hot pipe method”, either with the “guarded end apparatus” or the
“calibrated end apparatus” which are based on Jarfelt (1994) and described in the European standards EN
253:2003 and EN:ISO 8497. These methods use an apparatus where heat is transferred from a heater pipe, placed
inside the test specimen’s service pipe, through the pipe insulation to the outside. The distance between the
heater pipe and the inside of the test pipe shall be constant along the entire test specimen, which is difficult to
achieve with a flexible pipe. The radius of the heater pipe is larger than that of most service pipes of flexible
district heating pipes. A cross-section of the pipe is shown in Figure 1, right. A similar method is used by the
district heating pipe industry for measuring the thermal conductivity of insulation boards in accordance with ISO
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8301. This method requires special manufacturing of insulation boards and is not applicable to pipes. These
methods are used to determine the steady-state thermal conductivity. A series of tests at different average
temperatures are thus required to determine the relation between thermal conductivity and temperature.

This paper presents a new method to determine the temperature-dependent thermal conductivity of semi-flexible
polyurethane foam in flexible district heating pipes. It is determined by measuring the declining water
temperature in a coil of flexible pipes placed in a pool with cold water, Figure 1. A single experimental test with
simple testing equipment gives the thermal conductivity in the relevant temperature interval.

2. Experimental set-up

A pipe coil is placed in a pool with circulating cold tap water (about 9°C) as shown in Figure 1. The length of the
pipe is 17 meters and it is coiled with a diameter of 1.8 m. An initial study, where the pipe coil was placed in air
at room temperature, showed that air is inappropriate as surrounding medium due to difficulties with unstable
temperatures. Water at the temperature of 80°C is circulated in the service pipe until the temperature is equal
along the pipe and a steady-state temperature is established through the pipe insulation. Then, at time t=0 s, the
pump is turned off and the valves closed leaving stagnant water inside the pipe. The temperatures are measured
at several positions during the decline of the coil water temperature.

-
’ )
4 Casin :
Thermocouples b,‘ Foam g Insulation
- yd supports
\ ’ p

TC

Service pipe

Puool (9°C)

FIG. 1: Left: Experimental set-up. The coil and pool temperatures, T,(t) and T;(t), are measured by thermo-
couples at three positions along the pipe. Right: Cross-section of the pipe with thermocouple positions TC.

Thermocouples for measuring the water temperature are placed on the outside of the service pipe at one meter
from the inlet, at the center of the pipe length and at one meter from the outlet, see Figure 1. Three
thermocouples are placed at each position: underneath, on top of and on the side of the pipe as shown in Figure
1. The insulation was peeled off at the positions of the thermocouples, which were attached to the service pipe
with plastic stripes. The insulation was put back and the casing was sealed to be water proof.

3. Measurements

An example of measured coil, T, meas(f), and pool temperatures, 77 mes(f), are shown in Figure 2. In this paper, the
results of these measurements are evaluated. Other measurements have been conducted on different pipe types.

The flexible pipe analyzed with this method has a service pipe with layers of PEX and aluminum, and insulation
of semi-flexible polyurethane foam blown with cyclopentane. The total thermal resistance of insulation and
casing is given by insulation foam in the annular region », < r <r, (m). The resistance of the casing is
represented by a small additional layer of polyurethane foam with a fictitious outer radius ; (m) so that the
thermal resistance of the casing is accounted for. The radius of the pipes are then given by r, = 0.0102 m and 1,
= 0.0465 m. The initial coil temperature was 7 = 81.2°C and the initial pool temperature was 7; = 9.1°C. The
pool temperature increases slightly during the 12 hours. The densities and heat capacities of water, service pipe
and insulation were assumed to be constant in the temperature interval studied.
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Temperature (°C)

time (h)

FIG. 2: Measured coil temperature T, meas(t) and pool temperature T yeqs(?).

4. Numerical and mathematical model

The heat balance equation involving the radial temperature 7(r,#) (K) and the heat flow g(r,7) (W-m™") becomes:

2nr- pc—=——, q(r,t)z—Z;rr%(T)a—T, 1y <r<H. @)
r or
Here, A(T) (W-m™K™") is the temperature-dependent thermal conductivity and p-c (kg'm™) the volumetric heat
capacity of the insulation material.

The numerical calculations of the heat flux are facilitated considerably by the use of a so-called Kirchhoff
transform y (W-m™") defined as the integral (Carslaw-Jaeger 1957):

T
v = [arar, Ly @)

I

The Kirchhoff transform has been used by others to determine temperature-dependent thermal conductivity,
whereas Arfvidsson and Claesson (2000) used it for calculation of moisture flow.

The point is that the temperature-dependent factor vanishes, (2) and (1):

0 dy oT 0
= —[w(T( == m)_ = qr.n=-2mr-F (3)
From equation (1) and (3), the heat equation becomes:
or 1 o0 oy
c-—=—-— r<r<r, t>0. 4
» ot r or ( or j 0 ! @

The initial condition at =0 is given by the steady-state heat flux from T=T, at r=r, to T=T; at r=r;. The solution
in ¥is:

lln((’: /’;)) rh<r<m. %)

Let us control that this is indeed the steady-state solution. We have from (5) and (3) a constant heat flux:

w(r,0) =y (T;)-
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0.0y = —27r Y 2z
or

W<f))::2ﬁw<m, w0 =y(L),  w(,0=0=y(T). (6

The boundary values of y correspond to the right boundary temperatures 7 and 7;. The solution (5) is exact for
any temperature-dependent A(7). The Kirchhoff transform gives directly the steady-state solution.

The boundary temperature at ¥=r; is given by the measured pool temperature:

VD) =y T0) =y (§ @), 150, %

The boundary condition at 7=r, is obtained from the heat balance for the declining coil water temperature 7,,(¢):

d 0
Co- oL, 0]=2mn ) L LO=TGw0,  T,00=T, ®)

o
Here, Cy (J-m™"K™) is the heat capacity of the water and the service pipe.

The thermal problem is defined by Egs. (4), (5), (7) and (8). The relation ¥=%¥(T), (2) and (9)-(10), and the
inverse relation 7=Ty( ) are also needed to perform the calculations. The corresponding numerical model is
described in an appendix. The set of numerical equations is quite compact and they are easy to implement in any
mathematical computer program such as Matlab. We have used Mathcad. A calculation, using 10 cells and a
time step of 10 s, for a decline process during 12 hours requires less than 1 s of computer time. The use of the
Kirchhoff transform reduces the calculation time since an interpolation to obtain the thermal conductivity at the
current temperature between two adjacent cells is avoided The short time is important since the optimization
requires calculations for a large number of cases.

5. Optimization procedure

The thermal conductivity A(7) is in this study represented by a constant term and a linear variation with 7 (M=1),
or by terms up to power M in 7. In particular we will test quadratic (M =2) and cubic (M =3) polynomials in 7:

M
T-T
AMD)=4+4,-T" or A(T):Z/im+l~(T')’", T'= L )
m=0 Ti _%
Using (2) left, the corresponding Kirchhoff potential becomes:
2 A
p(I)=(T-T)| 4 +2-T'| or y(I)=(T-T)- Y 2Ly, (10)
2 m+1

m=0

Consider a case where A(7) is represented by a few parameters. For any chosen values of the parameters, the
declining water temperature T, ., (Z,; par) is obtained by a numerical calculation as described in Appendix 1. The
values are compared with the measured water temperatures. The mean square difference D becomes a function
of the parameter values:

2
| &
D(par) = \/ﬁ I [T (64:PA) =Ty s (1, - (11
n=1
The optimal parameter values are obtained by minimizing this function.

6. Evaluation of measurements

The optimization is here applied to the measured temperature decline shown in Figure 3. The heat capacity ¢ of
the polyurethane thermal insulation was not measured. According to BING (2006) the value lies in the region
1400<c <1700 J-kg"-K™". In a first optimization, we consider a linear form for A(T) and include ¢ as parameter.
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The unknown parameters are then 4;, 1, and c. The mean square difference D(A;,A,,¢) is minimized. The result
was:

Parameters: A4, 4,,¢c; AT, = ijcal t,;4, 4, 0) —TW,meas ) =

(12)
Apopt = 0.02115, 4, =0.0096, ¢y =1612, Dy = Doy (A opt> Ao opts Copt ) = 0.0367.

Figure 3 shows the difference AT, for the optimum parameter values (lower curve) and for a set of initial guess

values (upper curve, 1,=0.02, 1,=0.01 and ¢=1500). There is a noise of £0.03 °C in the temperature

measurements. The difference in AT, for the optimal, best fit lies in the interval —0.1< AT,<0.08. The mean

difference is around D,,=0.037 °C, (12).
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FIG.3: Difference between calculated and measured temperature for the optimum parameter values (lower
curve) and for a set of initial guess values (upper curve).

The above minimum is obtained after computer calculations during three minutes on a standard PC. The
minimization procedure has worked quite well in all cases we have tested. The Mathcad minimization routine is
very efficient. A single, very distinct optimum point with the best fit between measured and calculated
temperatures is obtained. This distinct optimum is illustrated in Figure 4.
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FIG. 4: Variation of Dow/D around the optimum point in the three parameter directions.

The three curves show the inverse D,,/D, which means that the optimum corresponds to a maximum +1. The
curves show the variation in the three parameter directions through the optimal point. This means that the curve
D.(p) shows the variation in c: c=p-c,. More precisely, we have:

D (p) — DOPt (llyOPt ’ /12’01“ ’ COPt) Dopt (/’i’l,opt ’ X’Z,opt > Copt)
‘ D(ﬂ‘l,opt > ﬂ?,opt P Copt) , D(j’l,opt P ﬂQ,opt > copt) ,

Dopt (ﬂ’l,opt > ﬂ?,opt > copt )
D(p : j’l,opt ’ ﬂ’z,opt > Copt )

(13)

D, (p)=

Dy, (p)=
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The curves show that the three parameters may be determined with an accuracy of three digits.

Figure 5 illustrates the variation around the optimal point for c= cqp. Level curves for Don/D(A;,A2,¢cop) are shown
in the figure. The optimum lies at the center of the ellipsoidal level curve 0.9, in accordance with the values
given in (12). The optimum difference D, became 0.037°C, which means that the difference between measured
and calculated temperatures is 0.037°C on average during the considered 9 hours of declining water temperature.
The value of D(Aj,Az,cop) is equal to 2:0.037=0.07 °C on the level curve 0.5.
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FIG. 5: Level curves for Doy/D(Mi,hy,cop) With the maximum +1
at the optimal point 4; ,,=0.02115 and /4, 4,,=0.0096.

An important question is if it is sufficient to use a linear dependence on temperature, or if higher powers in 7
give a better representation of A(7). Therefore we have performed the optimization for linear, quadratic and cubic
polynomials in 7

3

W) =4+ BT AT =X+ BT+ (T, (1) =4+ T+ 24 (T + 2, (T') .

Here, T"is defined in (9). The optimal thermal conductivities are shown in Figure 6. The difference between the
curves is less than 2 % for any temperature in the interval 10<7<80 °C. The conclusion is that the linear
expression is quite sufficient for the considered polyurethane.
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FIG. 6. Optimal thermal conductivity for linear, FIG. 7. Optimal thermal conductivity M(T) when
quadratic and cubic thermal conductivity A(T), (14). different time intervals are used in the fitting,(15).
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Another important question is what happens if we optimize for other time intervals than for first 9 hours. We
have in particular considered the intervals:
A: 0<¢<9, B: 0<¢<5, C:1<¢L5, D: 4<¢t<9 (hours). (15)

The corresponding linear thermal conductivities are shown in Figure 7. The differences are rather small. The
differences for the first three cases are up to 1 % only. The last case D differs with up to 3.4 % from the other
ones. It should be noted that the water temperature lies in the interval 25>7 >15°C in the time interval from 5 to
9 hours, Figure 2. Even this interval gives a fairly good result. The general conclusion is that, at least in this
particular case, the thermal conductivity is quite stable when the evaluation time interval is changed. But it is of
course advisable to use the larger interval.

7. Discussion

The presented measurements are from a first set of experiments. Some changes are needed to improve the
method. The measurements by the thermocouples placed at the central position along the pipe had to be excluded
due to measurement problems. The temperatures shown in Figure 2 are measured by the thermocouples placed
closest to the pool bottom. After three hours, the flow of fresh cold water into the pool was closed and, as a
consequence, the stirring of the pool water stopped. The pool water close to the surface was warned from room
temperature at a somewhat higher rate compared to the water close to the bottom. The pool temperature became
uneven. After 9 hours the coil water temperature was 15 °C and the pool temperature around 10 °C. The loss of
precision in the pool temperature and the small difference between coil and pool temperature made the
evaluation more uncertain. The period from 9 to 18 hours was therefore excluded from the evaluation. Efficient
stirring of the pool water is required to give high precision.

A large temperature interval between the starting coil temperature and the pool temperature is desirable. A
possibility is to fill the pool with cold water and ice to cover the temperature range down to 0 °C. The measured
temperatures show a small noise below £ 0.01°C, but there is also a sawtooth variation of £0.03°C as seen in
Figure 3. This should be investigated. But we have seen that the evaluation works quite well with the current
accuracy of measured temperatures. It is also important to ensure that steady-state conditions are established at
=0 s, when the declining thermal process starts. The initial warm water should circulate in the coil during at
least half an hour (for an insulation thickness of 3 cm) before the circulation is stopped.

The thermal conductivity of polyurethane foam 4 (W-m™-K™") can be divided into three parts: radiation between
cell walls, conduction in cell gases and conduction in the polymer matrix. The contribution from the conduction
in the cell gases was estimated by determining the cell gas composition of the polyurethane foam with the
experimental method described in Svanstrom and Ramnés (1993), and taking literature values for the thermal
conductivity of the gases at 50 °C and for the lumped thermal conductivity due to radiation and conduction in the
polymer matrix (Olsson 2001). The calculated A5 is in reasonable agreement that obtained by the method
presented in this paper. Furthermore, the cell gas composition and the thermal conductivity of semi-flexible
polyurethane foams used for flexible district heating pipes were determined with a heat flow apparatus and cell
gas analysis in Jarfelt and Ramnés (2006). The estimations from this study are in good agreement with the values
of the thermal conductivity determined here.

8. Conclusions

The presented transient method to determine the thermal conductivity of semi-flexible polyurethane foam in
flexible district heating pipes gives stable results, and the optimization procedure is judged to give an accuracy
of at least two significant digits. A linear expression in temperature 7 is shown to be sufficient to represent A(7).

The measurement procedure may be improved. It is important that the pool water is stirred sufficiently to have
constant temperatures around the whole length of the coil. It is also important to ensure that steady-state
conditions are attained at the start of the measurements.
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10. Appendix. Numerical solution

The calculation range ry <r < is divided into N cells with the midpoints 7, and width Ar. The cells are

annular rings. The heat capacity of cellnis C, (J -m ™K ™), and the thermal conductivity (referring toy , in

accordance with (19), top left) between cell n and cell n+1 is K, (-):

C, =2rr, ,Arpc; K, = __
’ ln(rc,nH /rc,n )

The value of C, for the left-hand water cell (# = 0) is an input. By including the boundary radii, the formula for

> (rc,O =1, N+ = ”1)~ (16)

K, becomes valid for n =0 and n=N also. The time step must, in order to ensure numerical stability, satisfy:

. C
Dt< Dt =min| ——————|, A = max [A(T)], Dt 09 Dt . 17)
lsn<N| A .([(ﬂ_1 +Kn) T,<T<T,
The initial values for y, and 7, are from:
In(ri /7..)
Va =W(TE))—’9 Tn =Ty/('//n)9 (l//n ='//(T;1))9 n=0,1..N+1L (18)
In(s /7))

The calculations for a time step v to the next one (new) are now in the discretized form of (3)-(8):

Gy =Ky (Vo ~Vis1), n=0,L.N; T,1“6W=Tn+%‘(qn71—qn)7 n=L..N;

! 19)
new _ Dt . new _ . new _ new _
TZ) _IE)_C_'QO’ TN+1 _Ti,meas[(v-‘rl)D[]a Y _l//(Tn )’ n=0,1..N.
0

These formulas (and nothing else) are used for each time step until the final time step. The first four equations
correspond to (3), (4), (8) and (7), respectively.
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SUMMARY:

The monotonic heating regime method for determination of thermal diffusivity is based on the analysis of an
unsteady-state (stabilised) thermal process characterised by an independence of the space-time temperature
distribution on initial conditions. At the first kind of the monotonic regime a sample of simple geometry is heated
/ cooled at constant ambient temperature. The determination of thermal diffusivity requires the determination
rate of a temperature change and simultaneous determination of the first eigenvalue. The eigenvalue is found
from a relationship between the synchronous temperatures measured at the surface and at the middle of
specimen, which is expressed by eigenfunctions in the analytical solution. According to a characteristic equation
the first eigenvalue is a function of the Biot number defined by a surface heat transfer coefficient and thermal
conductivity of an analysed material. Knowing the surface heat transfer coefficient and the first eigenvalue the
thermal conductivity can be determined. The surface heat transport coefficient during the monotonic regime can
be determined by the continuous measurement of long-wave radiation heat flow and the photoelectric
measurement of the air refractive index gradient in a boundary layer. The obtained eigenvalues and
corresponding surface heat transfer coefficient values enable to determine thermal conductivity of the analysed
specimen together with its thermal diffusivity during a monotonic heating regime.

1. Introduction

The monotonic heating regime of the first kind method under the boundary conditions of the 3" kind is
advantageous for the determination of thermal difussivity of high-density materials (Klarsfeld 1984). For the
determination of thermal conductivity a complementary measurement of the specific heat is necessary. In order
to avoid this complication the monotonic heating regime method was combined with a simultaneous
measurement of the surface heat tranfer coefficient, especially its convective heat transfer component.

2. Theory

2.1 Monotonic heating regime method

The determination of thermophysical properties by the monotonic heating regime method of the first kind
includes the measurements of thermal diffusivity and the measurements of the specific heat of the specimens
with a simple geometry. The principle of the measurements is based on the monitoring of a cooling of the
specimens with a defined geometry in a constant temperature environment.

There is given an isotropic cube with a side of the length d. The initial temperature of the cube is ;. At the initial
time the cube is suddenly moved from the environment with a constant temperature 6, to the environment with a
different constant temeperature 8. (6, > 6.). The coefficients of the surface heat transfer are different at various
cube surfaces. The temperature course at an arbitrary cube point is given by the solution of the heat transfer
differential equation (1) for the case of constant material parameters and zero heat sources:
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where: a is the thermal diffusivity, 6 is the temperature, ¢ is the time, under the boundary conditions of 3rd kind.

The analysis of the cube cooling under a constant ambient temperature shows that the whole process can be
divided into three states:

- At the first state, random, non-steady state the initial temperature distribution is dominant.

- At the second state, known as a monotonic regime, the temperature change with a time runs according to an
exponential law.

- The third state corresponds to a steady state, when the temperature in all points of the cube is equal to the
ambient temperature.

The second state, the monotonic regime appears after the time of the cooling, when the Fourier number Fo is
higher than 0.4. Then the time course of relative temperatures of the specimen g, at all points under constant
boundary conditions can be expressed in the form:

0r=t9(x,y,z,f)—t9€=A+Ax1. cosx"u"]+Bl(d’y’z)-Sinx"u"1 A, Cosy-ﬂyz_l_Bz(x,d,z)'
90_96 d My d

2 2 2
U, . i . + U+
d : d My d d (2)

where: Bi(d, y, z) is Biot number for the surface heat transfer coefficient at the plane parallel the coordinate axes
¥, z at the distance d; 4, f4y a i are the first eigenvalues in the directions of the coordinate axes x, y, z.

From equation (2) results that In&, = f{ 7) is the line, the tangent of which M equals:

_ 96, —6(x,y,2.0)] _n6,(x,y,2t;)~n6,(x,y,2.t,) _ (3)

ar t—t,

’ TRPRPI

The variable M is usually called the cooling rate and it is constant in the monotonic heating regime. The thermal
diffusivity is then given by the following relationship:

M- d> (4)

= 2 2
M T -y + 1

The essence of the experiment at the determination of thermal diffusivity is the movement of a specimen with
the initial temperature 6)into the environment with a lower constant temperature 6, and the registration of
cooling courses of selected points of the specimen. It is possible from the measured temperatures courses to
determine and put the following parameters into relation (4):

1. The tangent M of the line In&(7)

2. The values 1, ty, f
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The value M can be obtained by calculating the logarithm of the temperature course at an arbitrary point of the
cube during the monotonic regime.

The values g, 1, pt;, for three pairs of opposite surfaces are the functions of the heat transfer coefficient
between given surfaces and environment. At their determination it is possible to issue from the following
assumptions. During cooling the cube with surfaces oriented parallel with the coordinate axes the heat transfer at
4 vertical surfaces is identical, whilst at the top and bottom horizontal surfaces the heat transfer is different. For
the determination of thermal diffusivity then it satisfies to determine only two values: i, = i, for vertical
surfaces and g for horizontal surfaces of the cube.

At the determination for example of t,; — value, given by the heat transfer at two opposite surfaces in x-axis
direction it is possible to issue from the two-points method, based on the fact that the ratio of the temperatures at
an arbitrary point of the cube in each moment of the monotonic regime is constant and it is the function of z.
Then for the temperatures of the centres of opposite surfaces and the centre of the cube the following
relationships are valid:

000,29 1)-0, }

d Zd Zd - Bi(d =ky (5)
9(*,*,*,[‘)—9{3 COS@.'.M“”'”@

222 2 Hyi 2

Bi(d,y,z) .
H(d,i,i,t)—ﬁe cospry + P sinp
2 2 — lux] :kd (6)
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And after their arrangement we obtain the equation:

—— 7
kx0+kxd =C0S’UX1 ( )

2 2

enabling the calculation of g, or 4, from the known values of k,y and k., or k, and k_q.

From the cooling rate and the temperatures ratios with use of relations (6) and (7) it is possible to calculate the
first eigenvalues t,, (L, and the thermal conductivity of the sample a.

The solution of the following transcendent equation enables to obtain the Biot number expressing the
relationship between the thermal conductivity of specimen and the surface heat transfer coefficient:

/ui - Bi(O,y,z) 'Bi(d,y,Z) ®
luxl ’ (Bl(Oyz) + Bi(d,y,z))

cot ﬂxl =

2.2 Photoelectric measurement of air refractive index

The wall surface convective heat transfer coefficient can be defined by the expression combining the empirical
Newton law and the steady state Fourier law of heat conduction:
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where: A, is the surface heat transfer coefficient, d6/dy is the air temperature gradient along the vertical y-axis, A
is the thermal conductivity of air, §; and @, are the temperatures at the surface and outside the boundary layer,
respectively.

The experimental determination of the temperature gradient is based on the relationship between the air density
dependent on temperature and the air refractive index. This relation is described by the Lorenz-Lorentz law
(Fomin 1989):

-1 1_N (10)

=—=const.

n’+2 P

where: 7 is the air refractive index [-], p is the air density [kg/mS], N is the air molar refraction [m3/m01], M is the
air molar mass [g/mol].

In the range of 300 — 400 K and under the atmospheric pressure the air can be regarded as an ideal gas. Under
the assumption of isobaric condition, the air density change is proportional inversely to the temperature change.
Then the refractive index variation is proportional to the air temperature change. A basic constant can be found
for the relationship between air temperature change and refractive index change for the wavelength of 650 nm at
the temperature of 300 K:

dn

11
= =0.961.107° (1)
deo

Then, the mutual relationship between the refractive index gradients and temperature gradients is as follows:

de 1 dn (12)

dy  0.961-10° dy

Considering the constant distribution of refractive index along the path of optical detection by laser beam and the
appropriate geometrical relations, a final equation for the beam deviation in the detector place is:

de _ 2-ny-Ay (13)
dy I?.0.961-107°

where: L is the laser beam path length [m], n is the initial refractive index = 1.0 for air, A4 y is the laser beam
deviation.

With use of equation (13) the gradient near the surface and then the near-surface temperature profile can be
evaluated. Applying the equation (9) the convective heat transfer coefficient can be calculated.
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3. Experiment

The experiment was performed for the PMMA cubic specimen, with the side length of 0.1 m. It consisted of the
simultaneous measurement of temperatures at the midpoints of two opposite vertical surfaces and the centre of
cube, measurement of the laser beam deviations near one vertical surface (2 mm distance) and measurement of
the radiative heat flow between cube vertical surfaces and surrounding isothermal surfaces during the cooling of
the specimen. In figures 1 and 2 there are a schematic description and view of the experiment. The initial
temperature of the specimen was 40 °C and the controlled ambient temperature was 20 °C. The cooling process
continued approximately for 3 hours. The monotonic regime lasted during the second hour of the experiment. In
figure 4 there is a time course of the near-surface temperature gradient in the air boundary layer calculated by
equation (13) from the laser beam deviation data. The corresponding time courses of vertical convective and
radiative surface heat transfer coefficients are in figure 5. An analytical solution of the monotonic cube cooling
expressed by equation (2) supposes constant boundary conditions. In reality the total surface heat transfer
coefficient is decreasing during the proces of cooling. Therefore its average value from the analysed period must
be taken into consideration. The time courses of the temperatures ratio k, the first eigenvalue, the total surface
heat transfer coefficient, the Biot number, with the resultant values of thermal conductivity determined from the
equations (7) and (8) are in table 1. As the heat transfer at all vertical surfaces of the cube was identical only one
k-ratio and Biot number could be considered. The average thermal conductivity obtained during the monotonic
regime is in agreement with the known value of the PMMA thermal conductivity — 0.185 W/(m.K) determined
by the quarded hot plate method. The measurements were repeated also for other materials. The measurement for
concrete (density 2148 kg/m®) gave the thermal conductivity 1.0 W/(m.K). The measurement for the autoclaved
aerated concrete (density 560 kg/m’) gave the thermal conductivity 0.141 W/(m.K)) in a comparison with the
result determined by the guarded hot plate method — 0.138 W/(m.K).

thermocouples

voltmeter

double photodiode principle

e N\ R

Ay >0
U,>u,

plexiglass cube
e L E L L Lot ===z :D :I: Ay

laser diode double photodiode

= === dO/dy =0 (8= 0,,, without temperature gradient)
= = == db/dy # 0 (6,# 6,,, with temperature gradient)

FIG. 1: Scheme of experiment.
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FIG. 5: Time course of convective and radiative surface heat transfer coefficients.

TABLE. I: Time courses of measured variables and calculated parameters with resultant thermal conductivities.

Time [min] Kk [K/K] w [1/s™] h[W/(m’K)] Bil[-] A[W/(mK)]

60 0.43 2.24 925 4.61 0.200
65 0.44 2.24 9.12 4.61 0.198
70 0.44 2.24 911 4.66 0.195
75 0.44 2.24 887 4.62 0.192
80 0.43 2.25 874 4.68 0.187
85 0.43 2.24 263 4.67 0.185
90 0.43 2.25 266 4.75 0.183
95 0.43 2.24 847 4.66 0.182
100 0.44 2.24 8133 4.63 0.179
105 0.44 2.24 824 4.63 0.178
110 0.44 2.24 815 4.59 0.177
115 0.44 223 8.05 4.57 0.176
120 0.44 2.24 7.99 4.61 0.173
Average 0.44 2.24 8.59 4.64 0.185

4. Conclusions

An applicability of the simultaneous measurement of the near-surface temperature gradient in air boundary layer
during the monotonic heating regime test for the determination of thermal conductivity was proved. The
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obtained thermal conductivity values were in an agreement with the independent measurements by a guarded
heat plate method.

A combination of the monotonic heating regime method with simultaneous the surface heat transfer measuring
enables to determine the thermal diffusivity and the thermal conductivity from one measurement.
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SUMMARY:

The paper presents a method to find out where thermal bridging will risk causing damage to a building. The
model uses Danish weather conditions. The method is based on the ISO EN 13788:2001. By analysing the
outdoor humidity and temperature conditions, and including the contribution of moisture from the indoor
climate, the most critical month and the corresponding critical surface temperature is evaluated for different
humidity classes. It is found that the most critical month differs with the humidity class. An example of a
numerical analysis of thermal bridging is presented in the paper.

1. Introduction

Some thermal bridges will always exist, where parts of the building envelope have reduced insulation thickness.
A thermal bridge introduces an area with lower inside surface temperature within the building, where the
condensation of indoor moisture risks causing a high relative humidity, and furthermore the risk of mould
growth. In practice it is important that all cold bridges are detected in the design phase, before the building is
built. This enables the design to be changed and the risk of damage to the building envelope to be avoided. There
has not been a standard method in Denmark to evaluated thermal bridges until now.

2. Significant thermal bridge

In the Danish building regulation it is stated that significant thermal bridges may not occure. A significant
thermal bridge is here defined as where there is a risk of condensation that may cause mould growth.

Here a method for evalution of significant thermal bridge i.e. cold bridges based on the ISO EN 13788 is
presented, based on the Danish weather condition.

3. The conditions for simulation

3.1 Outdoor condition

For the outdoor conditions the monthly mean values of relative humidity and temperatures are calculated for the
Danish test reference year (TRY).
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FIG. 1: Monthly temperature and moisture content of outdoor air according to TRY.

3.2 Indoor conditions

The all-year round indoor temperature is defined as 20°C. The humidity in the indoor climate can be described
by using humidity classes corresponding to different internal humidity loads.

Table 1 gives some guidance regarding the selection of humidity class [selected entries EN 1SO 13788:2001].
TABLE. 1: Internal humidity classes.

Humidity class Buildings
1 Storage areas
2 Offices, shops
3 Dwellings with low occupancy
4 Dwellings with high occupancy, sports halls, kitchens, canteens
5 Special buildings, e.g. laundry, brewery, swimming pool
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FIG. 2: The lines show the upper and lower limit of humidity of air by volume in different humidity classes,
together with the air humidity by volume for outdoor air as a function of the month. Note that the humidity class
5 is above the upper dark blue line, and humidity class 1 is below the pink line.

In a humid climate (high humidity class) there is more moisture in the air than in a dry climate (low humidity
class), as in the drier climate less moisture is added from the activities compared to a humid indoor climate. This
is seen in the winter period, where ventilationrates are typically low. In summer periods the ventilation rates are
assumed higher. The difference between the humidity classes in summer is less significant. The humidity of air
by volume for classl is equal to the outdoor humidity in July until mid-September.

3.3 Critical temperature

The 80% RH temperature of the indoor air is defined as the critical surface temperature. In summer the dewpoint
temperature of the outdoor air is high as is the indoor air temperature corresponding to 80% RH, but the
temperature difference between indoor and outdoor air is small. Whereas in winter the dewpoint temperature of
the outdoor air is lower and again so is the corresponding indoor air temperature to 80% RH, but the
temperturedifference is higher. Therefore the most critical month depends on both the outdoor temperature and
the indoor humidity. To evaluate the most critical month, the dimensionless temperature is calculated.

To evaluate the most critical month the temperature factor at the internal surface is calculated. The temperature
factor is defined as the difference between the minimum acceptable temperature of the internal surface and the
external air temperature, divided by the difference between the internal air temperature and the external air
temperature.
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TABLE. 2: The table lists the critical temperatures for the different humidity classes month by month, along with
the mean outdoor temperature and outdoor relative humidity definded by TRY.

Humidity classes

Outdoor air 1 2 3 4

Month temperature Outdoor RH
January -0.6 94 7.1 114 14.9 17.7
February -1.1 91 7.1 114 14.9 17.7
March 2.6 91 9.1 124 14.9 17.7
April 6.6 82 10.9 134 14.9 17.7
May 10.6 78 12.6 14.3 154 17.7
June 15.7 67 141 15.2 16.5 17.7
July 16.4 74 15.2 15.9 17 17.7
August 16.7 71 15.6 16.3 17 17.7
September 13.7 85 14.8 15.8 16.8 17.7
October 9.2 87 13 14.7 16.3 17.7
November 5 91 10.9 13.5 15.7 17.7
December 1.6 88 8.6 12.2 15.2 17.7

With the conditions assumed in TABLE 3 the critical month is evaluated for each specific humidity class as the
month with the highest temperature factor.

TABLE. 3: The table shows the critical dimensionless temperature for the different humidity classes.

Humidity classes

Outdoor air Indoor air

Month temperature temperature 1 2 3 4
January -0,6 20 0,374 0,583 0,752 0,888
February -1,1 20 0,389 0,592 0,758 0,891
March 2,6 20 0,374 0,563 0,707 0,868
April 6,6 20 0,321 0,507 0,619 0,828
May 10,6 20 0,213 0,394 0,511 0,755
June 15,7 20 -0,372 -0,116 0,186 0,465
July 16,4 20 -0,333 -0,139 0,167 0,361
August 16,7 20 -0,333 -0,121 0,091 0,303
September 13,7 20 0,175 0,333 0,492 0,635
October 9,2 20 0,352 0,509 0,657 0,787
November 5 20 0,393 0,567 0,713 0,847
December 1,6 20 0,380 0,576 0,739 0,875
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For each humidity class the month where the dimensionless temperature is highest is detected. The results of
most critical month and the critical temperature for the five different moisture categories are listed in the TABLE
4.

TABLE. 4: The critical month, the mean outdoor temperature, and the critical surfacetemperature for the
different indoor climates or humidity classes.

Humidity class Critical month Mean Outdoor Temperature [°C] Critical temperature[°C]
1 November 5.0 10.9
2 February -1.1 114
3 February -11 14.9
4 February -1,1 17.7

In humidity class 5 the critical temperature must be calculated for the actual situation.

4. Example

The example shows a domestic house with a roofing terrace above the living area. The thickness of insulation is
reduced near the drain adjacent to the parapet walling. Thus enabling a rainwater run-off towards the drain. To
counteract cold bridging 25 mm insulation and gypsum boarding is placed under the concrete roofing slab. The
detail has to be analysed as there could be a condensation risk behind the insulation.
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FIG. 3: Cross-sectional detail
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A 2-dimensional simulation of the temperature profile is made in order to investigate the miniumum temperature
on the surface on the concrete.

A model of the detail is made in the 2-dimensional program Heat 2 from Blocon. The most critical month for
domestic buildings is February where the mean outdoor temperature is —1.1°C, and the indoor temperature is
20°C. A stationary simulation of the temperature profile is made. The surface conductance is 0.04 m?K/W
between the air and the surface on the outside, and 0.13 m*K/W between the air and the surface on the inside.
The standard thermal resistance for internal surfaces is in Denmark according to DS 418 0.13 m*K/W for
horizontal heat flow, and is used for alle internal surfaces in the simulation. The heat flow is zero through the
vertical boundary to the left and through the horizontal boundary in the bottom.

FIG. 4: A model of the cross-section is made in the 2D simulationprogram Heat 2 from Blocon. Only materials
which influence the heat flow are considered. Very thin layers and joints are not modelled.

A grid is defined with maxium 25 mm intervals in both the x- and the y-dimension adjacent to the possible cold
bridge.

5. Results of simulation

A steady-state simulation is made for the critical month February, and the result is given as a figure with
temperature gradients
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FIG. 5: The temperature profile of the chosen cross-section with the possible cold bridge.

In order to find the minimum surface temperature on the inside of the concrete slab the isothems are evaluated. A
closer inspection of the corner under the rain water drain shows a temperatureminimum of 16.4°C behind the
insulation.

FIG. 6: The minimum surface temperature on the underside of the concrete slab is shown above. Note that the
color scale is different from that of FIG. 5.

6. Conclusion and discussion

A table with critical surface temperatures has been produced using Danish weather data and the humidity classes
1 to 4 in accordance with the humidity classes defined in EN 1SO 13788:2001 . For humidity class 1 the critical
month was November, and for humidity classes 2,3 and 4 the critical month was February.
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The results show that the higher humidity the indoor climate has, the higher the minimum surface temperature is
required, which seems reasonable.

An example has been given, where the method has been used to evaluate a cold bridge. For humidity classes 2
and 3 the simulation shows that the minimum inside surface of 16.4°C is above the critical temperature. The
simulation shows that there is no risk of high relative humidity or condensation during a critically long period,
that could cause mould growth.

It should be noted that the critical temperature is evaluated on the interior surfface of the vapour barrier or a
material with the same function such as the concrete slab in the example. When the internally concrete slab is
covered by mineral wool and gypsum boarding, it is the temperature behind these additional materials which
should be evaluated.

The method does not evaluate for condensation risk under extreme conditions such as very low outdoor
temperatures. Using the monthly mean temperature seems relevant as the heat capacity of the construction will
act as a buffer for temperature changes, and therefore using the mean monthly temperature for steady-state
simulation of the temperature profile, as proposed in the standard 1SO EN 13788, is found reasonable.
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SUMMARY:

This work is part of the project “Climate Adapted Buildings™ (CAB) run by SINTEF Building and Infrastructure.
The project’s principal objectives are to develop more energy-efficient building envelope assemblies and new
methods for the design of building envelopes in harsh climates, resulting in more accurate and geographically
dependent design guidelines. The project includes analyses of building envelopes applied in different kinds of
climates, different uses, and different construction methods.

Nine energy-efficient office buildings in Norway were studied in order to get an overview of the state-of-the-art
of low energy office buildings in Norway. This paper includes a description and classification of the energy
concepts and the corresponding technologies for reducing energy consumption in the buildings. Then, the
implications of these technologies are studied with the help of a simulation model and the key issues that
influence the energy performance of these buildings with special emphasis on envelope performance are
reported.

The results show that a very airtight envelope is an important step towards low-energy buildings. The supporting
effect towards other energy concepts as heat pumps, natural/hybrid ventilation should be fully explored in order
to realize sustainable energy-efficient buildings in Norway. A careful design of climate adapted and super-
efficient envelope systems can further enhance energy-efficiency.

1. Introduction

More efficient use of energy in the built environment is essential to reach political goals within Norway and the
European Union on reliable energy supply and reductions of emissions of greenhouse gases. The built
environment affects nature through energy use, emissions and use of raw materials. The total energy use in
buildings accounts for about 40% of the total energy use in the country, excluding the energy sectors (Statistics
Norway 2006). The construction industry may thus make significant contributions to environmental
improvement through energy efficiency and utilization of renewable energy.

In order to realize energy performance requirements of a higher standard in the new Technical Regulations, it is
necessary to develop new design strategies to meet these requirements - without sacrifices in other performance
codes, standards or guidelines. Prior experience related to the introduction of new energy performance
requirements has shown that the design energy performance levels are either not met, or they are fulfilled at the
expense of indoor climate, technical quality (e.g. moisture related problems), or architectural quality. Facing the
future risks of climate change, Norway also provides a unique “laboratory” for testing of the robustness of new
building envelope solutions (Lisg et al. 2005).

Therefore it seems appropriate to determine the parameters of building design that have the biggest influence on
energy consumption of buildings. Special focus was put on the building envelope and some parameter that have
an influence on the building load (Andresen et al. 2005). The starting point was to focus on office buildings but
other building types will be studied in the near future.
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2. Objectives

The project’s principal objectives are to develop more energy-efficient building envelope assemblies and new
methods for the design of building envelopes in harsh climates, resulting in more accurate and geographically
dependent design guidelines. The project includes analyses of building envelopes applied in different kinds of
climates, different uses, and different construction methods.

Nine energy-efficient office buildings in Norway were studied in order to get an overview of the state-of-the-art
of low energy office buildings in Norway. This paper includes a description and classification of the energy
concepts and the corresponding technologies for reducing energy consumption in the buildings. Then, the
implications of these technologies are studied with the help of a simulation model and the key issues that
influence the energy performance of these buildings with special emphasis on envelope performance are
reported.

3. Methodology

First, a survey of energy efficient office building projects in Norway has been conducted. Nine projects were
identified that meet the following requirements:

. energy consumption data (designed/measured) available
. reduced energy consumption (compared with Norwegian average)
o construction details available

The list of projects is shown in Table 1. The office building projects are located in 4 different climatic zones
within Norway according to the classification system given by (Tokle and Tegnnesen, 1999), which is coastal
climate, inland climate and mountain climate in South Norway and coastal climate in Central Norway.

Then, one building was simulated using SCIAQ (Dokka and Dokka 2004), a dynamic simulation software that
calculates annual energy consumption (AEC) for heating, cooling, lighting and equipment. It is based on hourly
weather data that were provided by the Norwegian Meterological Institute (met). Although the software has been
validated the simulation results have been compared with measured data in order to get confidence in the
simulation results (ProgramByggerne ANS 2004).

The building construction details are described in Table 2. The input parameter have been taken and stepwise
changed in order to find out the sensitivty of the single input parameter towards the annual energy consumption
(AEC) (Lam and Hui 1997; Lomas, K.J. and Eppel, H. 1992).

TABLE. 1: List of projects that have been considered in survey

Name Location T(mean) Client /Developer Architect Energy Completion
Engineering year

Bravida Fredrikstad 6.4 °C Hgienhald Invest AS Multiconsult AS Norsk Energi 2003

Hamar Radhus Hamar 41°C Hamar Kommune Snghetta AS - 2001

Miljgsenter Oslo- Miljaforsknings senteret Niels Torp as Arkitekter Hambra 2006

Blindern Blindern 5.7°C ANS MNAL

MMS Horten Horten Statsbygg Kristiansen & Bernhard - 1996
6.6 °C Arkitekter AS

Nydalspynten Oslo 5.7°C Avantor Niels Torp Arkitekter AS  SINTEF 2008

Rostad Levanger Statsbygg Letnes Arkitektkontor AS  Interconsult 2002
4.7°C Group ASA

Sig. Halvorsen Sandnes 7.3°C Sig. Halvorsen - - 2006

Telenor Kokstad Bergen Telenor Eiendom Pedersen / Ege Arkitekter ~ Vest Consult / 2000
7.8°C AS OFE AS

Vestveien Ski 5.4°C Knut A. Jacobsen AS h. arkitektiner AS SINTEF 2008
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TABLE. 2: Building description; Bravida
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Location:

Fredrikstad (latitude 59.2”N, longitude 10.5”E)

Building type and storeys:
Floor areas:

Dimensions and heights:

Office building, 3 storeys above ground
Total heated floor area = 6,300 m?

118 m x 18.1 m; floor-to-floor = 3.5 m ; window height = 1.5 m ; window-to-wall ratio = 0.33

Constructions of building envelope:

(a) External walls (spandrel portion of curtain wall) U-value:
0.2 W/m?K (according to Norwegian building code 1997)

- Absorption coeff. outside: 0.4; Thermal cap. outside: 5
Wh/m?2K; emissivity outside surface: 0.85

(b) Roof U-value: 0.2 W/m?K (according to Norwegian
building code 1987)

- Absorption coeff. outside: 0.5; Thermal cap. outside: 4
Wh/m2K; emissivity outside surface: 0.85

(c) Floor U-value: 0.2 W/m?K (according to Norwegian
building code 1987)

(d) Windows Two panes, 4 mm clear glass + 4 mm Optitherm
S, 15 mm argon, wood/vinyl frame

- U-value: 1.4 W/m?K; glazing factor: 0.75; dir. solar transm.
factor pane: 0.47; total solar gain factor pane: 0.59

- Solar shading system: venetian blinds, outside, light color,
automatic

Constructions of internal structure :

- Medium weight furniture; medium weight partition construction; Thermal capacity: 12 Wh/m2K

Operating hours : Mon. to Fri.-0800 to 1600 hr
Sat. and Sun. and Easter and Christmas holidays-closed

HVAC design parameters :

(a) Building load

- Occupancy density = 0.1 person/m2 (seated working (1.2
Met); normal office clothing (1 clo))

- Lighting load = 10 W/m? ; equipment load = 10 W/m?

- Infiltration = 0.15 ach

- Heating set point temperature 22 °C during operating hours
(20 °C outside operating hours)

- Cooling set point temperature 26 °C (off outside operating
hours)

(b) HVAC system

Minimum 3.6 m3/hm?; maximum 10 m3/hm?

- Throttling range =1 °C

- operating hours 0600 hr to 1800 hr

- HVAC system type = VAV Ventilation

(c) Heating

- capacity: 50 W/m?; convective share delivered heating: 0.5
- operating hours 0600 hr to 1800 hr

(d) Cooling

- capacity: 40 W/m?; convective share delivered heating: 0.5
- operating hours 0600 hr to 1800 hr

TABLE. 3: Parameter description (base case values in italic)

Climate Air Thermal insulation of the Windows/glazing type, size and orientation Efficiency of heat
tightness building envelope recovery system
Annual air changes U-value U-value WWR orientation H
av. temp. floor roof wall Window
[°C] [ach] [WIm?/K] [WIm?/K] [ [degrees] []
-2.5 0.025 0.1 0.15 0.15 0.8 0.22 0 0.55
1 0.05 0.15 0.2 0.2 1 0.33 26 0.6
14 0.075 0.2 0.25 0.3 12 0.44 45 0.65
3 0.1 14 0.55 90 0.7
3.8 0.125 1.6 0.66 135 0.75
39 0.15 1.8 0.77 180 0.8
3.9 0.175 2 0.88 0.85
4.7 0.2 0.99 0.9
5.7 0.225
6.4 0.25
6.6 0.3
7.3 0.35
7.8 0.4
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TABLE. 4: Parameter description of shading and daylighting system (base case values in italic)

Description Fs* Description Fs**
S E/W N

No shading 1 Overhang 1 (0.4m) 0.985 0.98 0.98
Curtain. light color. medium transparency 0.72 Overhang 2 (0.8m) 0.91 0.925 0.965
Curtain. dark color. medium transparency 0.92 Overhang 3 (1.2m) 0.65 0.735 0.84
Venetian blinds. inside. light color. manual 0.51 Vertical extension to left and right 1 (0.4m)  0.888 0.854 0.980
Venetian blinds. inside. light color. automatic 0.635 Vertical extension to left and right 2 (0.8m)  0.746 0.742 0.980
Venetian blinds. inside. dark color. manual 0.8 Vertical extension to left and right 3 (1.2m)  0.671 0.686 0.980
Venetian blinds. inside. dark color. automatic 0.8 Overhang. vertical extension to left and 0.875 0.837 0.960

right 1 (0.4m)

Venetian blinds. outside. light color. manual 0.4 Overhang. vertical extension to left and 0.679 0.686 0.946
right 3 (1.2m)

Venetian blinds. outside. light color. automatic 0.5 Overhang. vertical extension to left and 0.436 0.504 0.823
right 2 (0.8m)

Venetian blinds. outside. dark color. manual 0.4

Venetian blinds. outside. dark color. automatic 0.5

Notes: * Shading factor calculated with simplifying assumption Fs=(Ftot(sunny)+Ftot(cloudy))/2; Ftot from (ProgramByggerne ANS 2004)
** Shading factor Fs calculated according to (NS 3031:2007)

Table 3 and 4 show the parameters and the change in input. Special focus was put on eight parameters that are
related to the building envelope. First, the air tightness of the building envelope has been chosen. Then, the
thermal insulation of the building envelope has been chosen with three different U-values for wall, roof, and
floor (to ground). Next, the window specifications, glazing type, size and orientation have been chosen.
Windows in the base case building were facing east and west, and north with no windows to the south. A
detailed description of the model can be found in Haase and Andresen (2008). Finally, various types of shading
system have been studied (details can be found in Table 4).

In order to see the influence of other building related parameter another two parameters were studied (climate
and efficiency of heat recovery system). The climate in Norway has been identified as having a major influence.
The building was built in Fredrikstad (Rygge climatic data) but it was interesting to simulate the energy
consumption if it had been placed in other climatic regions. Next, the efficiency of the heat recovery system has
been chosen.

A total of 77 simulation runs have been conducted. With the help of mean value it was possible to analyze the
parameters that have the biggest influence on the energy consumption of the building. At the same time it was
possible to visualize the amount of change in energy consumption in relation to changing the input parameter.
This is a local sensitivity analysis since the results have been compared with a specific base case building
(Saltelli et al. 2000).

4. Results

The results can be devided in two sections. First, the results of the survey are shown. The key parameters of the
buildings construction are described and performance data is summarized. Secondly, the results of one building
that has been simulated together with the results of a sensitivity analysis are given.

4.1 Survey

A classification has been done according to the Kyoto pyramid approach, a procedure proposed by Dokka and
Hermstad as detailed in Table 5 (Dokka and Hermstad 2006). The results of the survey with respect to the energy
system are shown in Table 6.
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TABLE. 5: Classification (Category 1 to 4) for different energy systems

Kyoto pyramid design strategy

1. reduce energy demand super insulated and tight building envelopes

1.1 reduce heat loss efficient heat recovery of ventilation air

1.2 reduce electricity consumption ee lighting and equipment, low pressure drops in ventilation system

2. Utilize solar energy optimum window orientation and size, atrium/sun spaces, thermal mass, solar
collectors, photovoltaics

3. Display and control energy consumption demand controlled lighting, cooling and ventilation, user feedback on energy use

4. Selct energy source solar collector, heat pump, district heating, firewood, gas, electricity

It can be seen from Table 6 that air tightness has not been stated as a specific design goal. In such a case the
national standards will be used and tried to be reached. Here, the new Norwegian Standard NS 3031:2007 will
help to improve the situation (NS 3031 2007).

TABLE. 6: Classification (Category 1 to 4) for different energy systems

Category Technology . - B
> c o [ 7]
5 5 2 é g S
. [ Ec 2 2 = < 3
S = g3 n 2 B T 2 2
& 5 =£ 2 S 2 S 2 g
@ T So = z o4 & e >
1 double-fagade* X X
superwindow X X X X
2 double-fagade* X X
earth coupling X X
heat pump X X X X X
hybrid ventilation X X
passive cooling X X
PV-roof X
biomass X X X
thermal collector X X
3 demand control** X X X
4 district heat X X

Notes: * Category of double-skin facade depends on control strategy of airflow (Category 1 if it reduces energy demand; Category 2 if i
utilizes solar energy)
** Demand control can also reduce energy consumption (Category 2) but usually gives feedback on energy use (Category 4)

=4

Figure 1 shows the annual energy consumption for the different projects. Here, it can be seen that the AEC is
between 80 kWh/(m?a) (Telenor Kokstad) and 160 kWh/(m?a) (Restad). It has been divided into energy
consumption for heating, Service Hot Water and Electricity Use where data could be found. The amount of
energy used for heating varies between 23 kWh/(m?a) (Vestveien) and 111 kWh/(m?a) (Restad). For most
projects the electricity consumption is the largest portion. It ranges between 47 kWh/(m?a) (Nydalspynten) and
85 kWh/(m?a) (MMS Horten).

The electricity consumption is further split into cooling, fan&pumps, lighting, and equipment and the results are
shown in Figure 2. In 2 projects no electricity is used for cooling (Nydalspynten and Vestveien). Electricity
consumption for equipment varies between 23 kWh/(m?a) (Miljgsenter Blindern) and 34 kwWh/(m?a) (Vestveien).
The Vestveien project uses electricity consumption for equipment as required in the new NS 3031:2007 while
the other projects used older versions to calculate electricity consumption. Electricity consumption for lighting
ranges between 17 kWh/(m?a) and 27 kWh/(m?a). Electricity consumption for fan&pump ranges between

6 kWh/(m?a) (Vestveien) and 32 kWh/(m?a) (MMS Horten). No detailed data was available for Bravida, Hamar
Radhus, Restad, Sig. Halvorsen, and Telenor Kokstad.
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FIG. 1: Annual energy consumption devided into electricity, service hot water, and heating (for projects with
grey column no detailed data was available; no data was available for Hamar Radhus)
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FIG. 2: Annual electricity consumption (no detailed data was available for Bravida, Hamar Radhus, Rgstad,
Sig. Halvorsen, and Telenor Kokstad)

4.2 Simulation

The results of the simulation exercise are given in the following section. First, the base case (BC) building was
simulated and monthly energy consumption and temperature were compared. Figure 3 shows good agreement
between simulation and measurement. Then the base case building was simulated with the parameters from
Table 3 and Table 4 (base case values in italic).

Figure 4 gives an overview of the output range of the different parameters that were used in this study. Here, it
can be seen that the climatic data used for simulation causes the greatest range in output followed by the air
tightness of the building envelope, the efficiency of the heat recovery system, and the windows/glazing type.
Thermal insulation of the envelope and the shading system have the smallest output ranges.

The results highly depend on the choice of input data and the range of input data. Since the base case building is
already of high standard (compact design, low WWR, very good windows/glazing type) with low AEC some of

the parameters provide only little potential for improvements. It turned out that changing the building orientation
does not have an influence on AEC.

Figure 5 gives the results in detail. It can be seen that the climate has the biggest influence followed by the
efficiency of the heat recovery system, the WWR, and the air tightness. Minor influence has the thermal
insulation of the building envelope, the windows/glazing type. The orientation of the building did not result in a
change of AEC at all and is not illustrated in Figure 5. The reason for this surprising result is the relatively small
window areas together with a very efficient external shading system (as described in Table 4).
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FIG. 3: Results of AEC and deviation compared with base case (BC)
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5. Conclusions

The results show that a very airtight envelope is an important step towards low-energy buildings. The supporting
effect towards other energy concepts as heat pumps, natural/hybrid ventilation should be fully explored in order
to realize sustainable energy-efficient buildings in Norway. The climate has a large influence on the energy
performance and should therefore be taken into consideration. Expected climate change over the next 50 years
will influence the energy consumption. A sensititvty analysis could be applied in order to evaluate the parameter
with the biggest influence on building lifetime energy consumption. A change in annual mean temperature of
less than 3 degrees (e.g. from Rygge (6.4°C) to Bergen (7.8°C) changes AEC by more than 20%) can cause great
uncertainty in future energy consumption of office buildings. More work is needed in order to accurately
quantify the consequences and to develop envelopes that are capable of adapting to the changing climate.

It could be demonstrated that a careful design of climate adapted and super-efficient envelope systems with very
good air tightness, moderate WWR as well as ventilation systems with exellent heat recovery system can further
enhance energy-efficiency. In a well designed energy efficient office building further increase of thermal
insulation does not reduce annual energy consumption significantly. The building orientation does not influence
the AEC in this building.

The local sensitivity analysis gives only results for changing one parameter at the time. Synergy or other effects
of changing more than one parameter could not be analysed in this work. Future work will focus on this aspect
and apply a global sensitivity analysis to the problem. It is hoped that these findings will assist in setting up
future analysis work.
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SUMMARY:

Effects of using a Controlled Active Mass and refilling it on cooling demand inside a room are studied here.
Different models have been simulated in the Simulink toolbox of Matlab using IBPT. The simulations are for the
city of Gothenburg in Sweden using the weather data of 1991. The room is made from lightweight constructions.
Some of the results are compared with the heavy weight room. Results show that using a CAM and specially
refilling it can save considerable amount of energy. The CAM location and refilling time are important
parameters to have a good performance of the CAM.

1. Introduction

Lots of energy is consumed in buildings to prepare a suitable indoor climate. Nowadays using advanced
insulation methods and improved materials in constructions has decreased energy demand especially in heating.
However, the cooling demand increases in warm periods of a year when the building is well insulated. In
lightweight constructions, which are common in Scandinavian countries, cooling the building in warm periods
can be very energy demanding. Cooling a building costs almost three times more than its heating. In most
Scandinavian buildings, cooling in summer period is not applied but in the case of requirement, a traditional
cooling system like cooling roof is installed. An alternative is to use heavy mass in the building to reduce the
overheating. We describe new method for indoor climate conditioning.

Using Controlled Active Mass (CAM) is a method for decreasing energy demand in buildings. CAM is an extra
mass that affects the heat transfer and energy storage/consumption inside a room. It can have different shapes,
materials and locations and of course, it is possible to remove this thermal mass whenever we want. The flexible
performance of a CAM gives us an active mass comparing with the passive mass of the construction. CAM
affects both of the heating and cooling demand of a room. In this paper the effects of refilling a CAM on cooling
demand of a room in a warm period is studied. The study is based on doing simulation using Simulink toolbox of
Matlab and International Building Physics Toolbox (IBPT 2007). The simulation is done for a room, which is
described in CEN (prEN ISO 13791 2004), in the city of Gothenburg in Sweden. The weather conditions of the
year 1991 are used according to the measured weather data from SMHI (Swedish Meteorological and
Hydrological Institute).

As the definition of IEA Annex 44, responsive building elements are defined as building construction elements,
which are actively used for transfer and storage of heat, light, water and air. Therefor the CAM, which is used
for transfer and storage of heat, can be defined as a removable responsive building element. More information is
available on the Annex 44 web site.

Some experiments about the CAM including measuring temperatures and thermal comfort have been done at the
University of Gévle (Ghahremanian S., Janbakhsh S. 2007). More information on the effect of thermal comfort
is found in Térnstrém T, Nielsen A, Nilsson H, Sandberg M and Wahlstrém A 2007 and Tornstrém T et al
2007a. In addition, numerical simulations of the CAM inside a room have been done at Chalmers University
(Nik V.M. 2007). Our case is not the same as those experimental and numerical cases. Here we are more
interested in the effects of CAM refilling on cooling demand.
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2. Case of study

The indoor temperature and energy consumption in a room is studied. The room is simulated when there is no
CAM inside it and when there is a CAM; the refilled CAM or the ordinary one. To study the CAM effects on
indoor temperature the heating and cooling system is turned off during the simulation. Simulations are done for
different locations of the CAM in room. CAM is placed in 6 different distances from the north wall; 1, 2, 3, 4,
4.5 and 5 m. In this section the characteristics of the model, assumptions, boundary and initial conditions, etc.
are described.

2.1 The test room

One of the test rooms of the European Standard, CEN, prEN ISO 13791 2004 has been selected. FIG. 1 shows
the room with a CAM inside. Length, width and height of the room are 5.5 m, 3.6 mand 2.8 m. The room is in
contact with the outdoor air and is located on the ground. The floor is made of concrete and insulation with the
thickness of 0.2 m. The insulation is in contact with the ground, which is assumed as Clay soil. The roof has
three layers with different thicknesses. Wood, 20 mm faces the outside. Insulation, 130 mm, in the middle and
gypsum with the thickness of 9 mm is the inner layer of the roof. In the case of lightweight construction, the wall
construction is the same as the roof. In the heavy weight room, walls have two layers; a layer of mineral wool
insulation with 130 mm thickness as the outer layer and 20 mm of lightweight concrete as the inner layer.

There is a window with the area of 3.5 m? on the south wall. It is made of two glass layers with the thickness of
3.175 mm. The thickness of the air gap between these two layers is 12 mm. Table 1 shows properties of the
materials.

In the Simulink toolbox, the room is modelled as two zones, south and north. These two zones are connected to
each other through the CAM and two air exchangers with a high exchanging rate to have the same indoor climate
in both zones.

28m

2Eim I6m

35m

FIG. 1: Schematic drawing of the test room with the CAM inside.

2.2 The CAM

Controlled Active Mass is modelled as a water reservoir. It is a cubic box from aluminium with the width of 2 m,
thickness of 0.1 m and height of 1 m. Thickness of the aluminium shell is 10 mm. The CAM is filled with water.
In the case of refilling the CAM with fresh water, initial temperature of the CAM is equal to 15°C at 10:00 every
morning. CAM is located on the floor and has the same distance from both of the east and west walls. It moves
in the length direction of the room. The longitudinal place of a CAM inside the room is measured as the distance
between the north face of the CAM and north wall of the room.

CAM is modelled as a wall inside the room. This kind of simulation makes us to neglect heat transfer from side
surfaces of the CAM. However, because of the small area of the side surfaces, it does not affect the results.
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TABLE 1: Physical properties of the materials.

Material air Al concrete lwconc. glass gypsum insulation soil  water wood
ﬂg/zi]”s'ty 12 2702 2300 1400 2500 900 100 2000 1000 500
Thermal
conductivity ~ 0.025 237 17 0.65 07 022 0.04 15 06 0.14
[W/mK]

Specificheat ;00 909 g0o 1000 840 800 1000 1500 4181.3 1500
[I/kgK]

Absorptivity - 0.6 0.6 0.6 0.1 0.6 0.9 0.9 - 0.6
Emissivity - 009 092 0.7 0.8 0.9 0.9 09 095 09
Transmittance - 0 0 0 0.75 0 0 0 - 0

2.3 Mechanical devices

The room has a ventilation system with the air exchange rate of 0.5 h™. The volume of the room is 55 m°.
Driving pressure of ventilation system is 1 Pa.

There is a heating and cooling system inside the room. The system starts working when the indoor temperature is
not in the comfort limit, which is between 21°C and 24°C. When temperature decreases below 21°C heating
system turns on and when it increases above 24°C cooling system starts working. In the selected warm week the
energy consumption for heating is very low and is neglected.

2.4 Internal gains and boundary conditions

The heat loads from persons, computers or electricity come to effect from 09:00 to 17:00 each day with the
power of 200 W. These loads are named as Internal Gains. With internal gains heating demand decreases and
cooling demand increases.

The convective heat transfer coefficient for the outside surfaces of the room is 20 W/m?K. It is equal to 3W/m°K
inside the room.

The initial temperature of the room and the CAM is 21°C. The simulation starts 14 days before the desired time
to eliminate effects of the initial conditions on the results.

When the CAM is refilled, the initial temperature of the CAM is equal to 15°C at 10:00 every morning.

2.5 Weather data

Outside of the room is in contact with the outside weather. The weather data from SMHI is available for each
hour of the year 1991. The location is the city of Gothenburg in Sweden with the geographic latitude of 57° 42
N, geographic longitude of 11° 58" E and altitude of 31 m. This weather data includes different kinds of
information such as ambient temperature, longwave and shortwave radiation, wind speed and direction.

2.6 Period of the study

The indoor temperature and energy demand is studied for a warm week in summer, from 3" to 9" July.

3. Results

Effects of the CAM on indoor temperature and cooling demand have been considered. The results are divided
into two fields; effects of CAM on indoor temperature and cooling demand.

In the case of indoor temperature, there is no heating and cooling system inside the room. Then the indoor
temperature varies in its natural way and is not limited in a specific span.
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When we talk about effects of the CAM on cooling demand, the cooling system works inside the room and it
does not allow the inside temperature to increase more than 24°C.

3.1 Effects of refilling the CAM on indoor temperature

The indoor temperature of the lightweight room without CAM is compared to the room with an ordinary or
refilled CAM. Also the inside temperature of the room with heavy weight construction is calculated when there
is no CAM inside.

The comfort temperature is between 21°C and 24°C. Studying the indoor temperature of the room in our specific
warm period shows that using a CAM increases the number of instances with the comfort temperature. In this
paper, this effect is called in-span effect of the CAM. In-span effect of a CAM on the indoor temperature is
calculated in this way:

D= t2
In-span effect (%) = =—=— %100 1)

total
t1: the instance that the temperature is in the comfort span with the CAM inside
t2: the instance that the temperature is in the comfort span without CAM
tiotar: Simulation time which is equal to one week

The indoor temperature of the room without cooling and heating system for different locations of the CAM is
studied in this statistical approach. TABLE 2 shows the in-span effect of the ordinary and refilled CAM inside
the light weight room. We achieve to a remarkable improvement by refilling the CAM. The in-span effect when
there is no CAM inside the room is 4.17%. In most of the cases, using a CAM increases the in-span effect. The
increment occurs at all locations with the refilled CAM. However, in some places it works much better.

The CAM effect on the indoor temperature depends on its location in the room. To find the best location for the
CAM in the warm period, we studied the indoor temperature when the ordinary CAM has different locations in
the room. The results show that when the CAM is 4 m far from the north wall, the inside temperature is lowest,
specially in the sunny hours. At that location, CAM has its maximum shielding effect and prevents some part of
solar radiation to come inside the room by reflecting or absorbing it. The absorbed solar radiation heats up the
CAM instead of the room air. But the gain of this absorption is limited and depends on the size of the room,
CAM and their materials.

TABLE 2: In-span effect of the refilled and ordinary CAM in the lightweight room.

In-span [%]

Distance of the CAM

from north wall [m] Refilled CAM  Ordinary CAM

1 4.762 4.167
2 4.76 4.17
3 4.76 4.76
4 5.95 4.76
45 6.55 4.76
5 5.95 4.17

FIG. 2 shows the indoor temperature and temperature of the water inside the CAM for the ordinary and refilled
CAM. The CAM is located 4 m far from the north wall. It is obvious that refilling the CAM decreases the indoor
temperature. The maximum of this decrement, which happens on 8th July, is about 1.8°C. After refilling the
CAM, the air temperature difference between two cases starts to increase. A big difference happens at noon, the
highest peak in each day. The next big difference happens in the early morning of the next day. Some hours
before that, the room temperature in both cases is very close to each other. Both of the room and CAM are
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cooling down during night. The lower temperature of the room with the refilled CAM during night occurs
because of the lower temperature of the CAM. It is obvious that refilling the CAM at 10:00 in the morning
affects the indoor temperature for the next day. This effect is big when the temperature is at its maximum or
minimum. In the first three days of the FIG. 2, the temperature difference of the water inside the ordinary and
refilled CAM is less the next days. In the first three days, the indoor temperature difference at the peak time is
less than the next days.
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FIG. 3: The indoor temperature of the heavy weight and light weight rooms.

In FIG. 3 the indoor temperature of the light weight room in three different modes, without CAM, with refilled
and ordinary CAM, has been compared with the indoor temperature of the heavy weight room. It is obvious that
the amplitude of the temperature variations is smaller when the room is made of heavy weight constructions. The
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large amount of mass saves energy and releases it when there is a potential. The heavy weight construction does
not let the indoor temperature to increase or decrease a lot. However, it does not mean that for a better indoor
climate we should use heavy weight constructions.

3.2 Effects of refilling the CAM on cooling demand

In the previous section, which was about the indoor temperature, no heating or cooling system was working in
the room and the indoor temperature was not limited. At this stage, both of the cooling and heating systems are
working and limiting the indoor temperature between 21°C and 24°C. The amount of heating demand was
negligible during the simulation period. The effect of refilling the CAM on cooling demand is considered here.
The results are for the ordinary or refilled CAM inside the lightweight or heavy weight room.

In the warm days of July, the angle of incidence of the solar radiation to the window is high. The high angle of
incidence causes most part of the solar radiation to hit the area near the window inside the room. When the CAM
is close to the window lots of solar radiation hits the CAM instead of the floor. The CAM prevents the indoor
temperature increment in two ways; first, it reflects some of the solar radiation to the window, so that part does
not warm up the room. Second, CAM has a high heat capacity (pCp). Having a high heat capacity means that the
amount of energy to increase temperature of the CAM for one degree is more than an equal mass with a lower
heat capacity. Therefore, the CAM has the potential to absorb more energy without rapid and high temperature
variations.

TABLE 3: Cooling demand in the light weight room using refilled and ordinary CAM.

Improvement in cooling demand

Cooling demand [kWh] comparing with the empty room [%]

Distance of the CAM

from north wall [m] Refilled CAM Ordinary CAM Refilled CAM Ordinary CAM
1 59.35 64.3 9.7 2.2
2 60 64.6 8.7 1.7
3 59.42 63.85 9.6 2.8
4 58.9 63.4 104 35
4.5 59 63.3 10.2 3.7
5 62.2 67.9 5.3 -3.3

TABLE 3 shows the cooling demand for different places of the CAM when it is refilled and it is not. The cooling
demand in the same period for the lightweight room is 65.7 kWh and for the heavy weight room is 63.5 kWh.
When the CAM is 4 m far from the north wall the maximum amount of energy is saved. When the ordinary
CAM is 5 m far from the window and is very close to the window, the cooling demand is more than the room
without CAM. At that place, the ordinary CAM absorbs more solar energy and its temperature goes up to higher
values. Then the CAM itself works as an extra mass, which heats up the room and consequently cooling demand
increases. The table shows that refilling the CAM works well and in most of the cases, it decreases the cooling
demand about 10% in comparison with the room without CAM. Comparing with the ordinary CAM, refilling the
CAM improves its performance in decreasing cooling demand around 7%.

TABLE 3 shows that the cooling demand in the lightweight room with the refilled CAM is less than the heavy
weight room without CAM, which is 63.5 kWh. FIG. 3 shows that the heavy weight room does not allow the
temperature to increase or decrease a lot. It is important to remind that the performance of a CAM in making a
suitable indoor climate varies depending on the presence or absence of the heating or cooling system. By
refilling the CAM in the lightweight room, we can use the fast response of the lightweight construction to the
temperature variations.
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3.3 Refilling time of the CAM

Assume that you want to use a CAM inside a building to decrease the cooling demand in summer. For a good
performance, size, material and location of the CAM should be optimum. These elements depend on the
characteristics of the building and weather conditions. After selecting the best choice, you want to refill the
CAM to decrease the cooling demand as much as possible. But when the CAM should be refilled with the fresh
water?
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FIG. 4:Integrated cooling demand for different refilling times of the CAM.

FIG. 4 shows the integrated cooling demand during the week when the CAM is located 4 m far from the north
wall in the lightweight room. In the previous cases, the CAM was refilled at 10:00. The graphs show that by
refilling the CAM at some other hours the cooling demand decreases more than before. The best performance of
the refilled CAM is when the refilling time is 13:00. The cooling demand for the week is 54.6 kWh in that case
which 17% is less than the cooling demand with the ordinary CAM. For the next refilling hours, which are not
shown in the figure, the cooling demand increases. It means that to gain the effects of refilling a CAM as much
as possible, it is necessary to find a perfect time of refilling.

3.4 Practical aspects

Using a CAM system gives an alternative to using heavy constructions. It can be installed in existing buildings
as an alternative to cooling roof, where the installation is hanging in the roof. At the moment we have not made a
comparison between the two systems. A problem with a CAM is the weight of the system — the floor has to be
able to cope with the load of the filled system. A discussion that will arise is the risk of leakage from a water
based system. There will be a risk for a CAM system that can be eliminated by having a drain in the floor. If we
compare the risk with a roof cooling systems, then the risk should be higher for the roof cooling system as there
will be more pipes and connexions. We can look at the risk of having an aquarium or a washing machine. The
risk should be lower than for a washing machine as the water pressure is lower. Another practical aspect is the
risk of condensation on the surface of the CAM — this is similar to the risk of condensation on a cooling roof.
This will depend on the climate and in Scandinavia we will normally expect that the lowest acceptable
temperature is 15C as we have used in the simulations.
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4. Conclusion

Using a CAM and refilling that can decrease the cooling demand in warm periods of a year. The place, material
and size of a CAM should be chosen based on its desired performance in each specific time, weather conditions
and characteristics of the building. In this paper, there was no obstacle in the way of solar radiation to come into
the building. In reality, we use curtains, blinds and different kinds of glasses. In a practical case, we need to take
into account all of these parameters.

In studying the CAM effects, it is important to do not mix up the performance of a CAM when there is a cooling
or heating system in the room and when there is not. When a cooling or heating system works in the room, the
time response of the CAM to the temperature variations becomes more important and the shell material plays an
important role.

The performance of the CAM is dependent to its location inside the room. The optimum location varies in each
case with the size and materials of the room and CAM. The optimum location also varies during the time. It is
possible to calculate the best location for each hour, day, week or month. However, the best result is the more
practical one and in that case, other parameters come into effect. In this paper by locating the CAM 4 m far from
the north wall the energy consumption decreased optimally. At that location, the shielding effect of the CAM and
its thermal behaviour was working optimally.

Refilling a CAM in a light weight room works well. The cooling demand decreases by adding a controlled active
mass to the room instead of adding lots of permanent mass like in heavy weight buildings.

It is very important to refill a CAM at a proper time. The suitable time for refilling depends on the size and
materials of the CAM and building, weather conditions and performance of the indoor air conditioning system.
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SUMMARY:

The paper presents some theoretical aspects of unsteady heat transfer analysis based on the energy conservation
law. Additionally, an experimental research made at Solar energy investigation centre in Spain — Plataforma
Solar de Almeria - some results are produced. The results of experimental investigation, which was carried out
at natural conditions, show the display of violent temperature oscillations thickness and unsteady thermal
process period. The influence of active heat capacity and intermittent heating effect on premises indoor climate
and thermal energy use was estimated. The results show the heating power increase on behalf of intermittent
heating effect according to temperature drop and re-heating time period for particular buildings.

1. Introduction

Heat transfer processes in buildings are always unsteady at real conditions. On the other hand practical
calculations of heat exchange processes in buildings are based on steady-state process equations. In spite of
modern indoor climate system management, according to practical observations and theoretical investigations,
undesirable changes of indoor heat behaviour occur. Such changes have negative influence on indoor heat
comfort and misrepresent real energy demands of a building.

Usually, especially during the period of building exploitation, unreasonably installed heat power is noticed.
Unevaluated heat inflows cause too big heating power and overheating of a building and, contrarily, intermittent
heating arises from too low installed power and is the consequence of too long preheating time. That is why,
wrong building maintenance is observed, and that is, indoor climate does not satisfy hygiene requirements.
Usually, energy saving is performed at the expense of human health.

The problem is influenced by factors, which have impact on thermal mode of a building. Solving of this problem
involves identification and quantitative analysis of these factors. This might be useful in predicting and
minimising negative influence of these factors on building indoor climate and energy use.

The main factors, which alteration disturbs steady-state thermal behaviour of a building, can be divided into two
general groups:

Outdoor (uncontrolled) — external air temperature, wind speed and solar radiation.

Indoor (controllable) — heating power of a building and internal heat gains.

The first group of factors mainly depends on geographical situation and climate conditions. Exact change and
influence prediction of these factors is difficult enough. Investigations can be made only on the basis of previous
air temperature records, wind speed and solar radiation intensity data.

It is noticed that namely factors of the first group are considered to be more important to unsteady building
thermal behaviour and were investigated by many authors. Nevertheless, results of practical and theoretical
investigations show that unsteady heat transfer processes are mainly caused by indoor factors: change of heating
power and heat inflows. Influence of outdoor factors — wind and sun — can usually be solved by architectural
means. In modern buildings with higher consumption of electricity and intermittent heating, influence of indoor
factors influence on thermal behaviour of a building comes out during the comparatively short period of time.

2. Methodology of the research
The method is based on building’s temperature evolution calculation when it falls below its normal set-point. This
evolution is calculated with the use of the model of a building with three nodes representing internal and external
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environment and building structure. The internal thermal inertia of a building is represented by capacitance which
temperature is the structure temperature. Heat exchanges between the structure and external environment, between
the structure and internal environment and directly between the internal and external environments are taken into
account separately.

While extending the thermal scheme and combining it with conservation of energy law for a control volume we can
define the scheme of thermal energy balance for a building (Fig. 1).
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FIG. 1: Thermal energy balance scheme for a building

Known methods of unsteady heat transfer calculations in buildings are mostly inflexible and hardly applicable
for engineering analysis. The need of new ways of unsteady thermal processes in buildings still exists.

The solution of unsteady heat transfer problems can be made on the basis of thermodynamic laws, especially
conservation of energy law for a control volume.

The subject of thermodynamics and heat transfer is highly complementary. The subject of heat transfer may be
viewed as an extension of thermodynamics, because it treats the rate at which heat is transferred. Conversely, for
many heat transfer problems, the first law of thermodynamics (the law of conservation of energy) provides a
useful, often essential, tool.

Energy balance scheme for a building (Fig 1) consists of two thermodynamic related systems with inflow
outflow and stored thermal energies.

3. Active Heat Capacity and Thickness of a Building Components
The term active heat capacity (in EN ISO “effective heat capacity”) is actually a quantification that corresponds
to the part of the total heat capacity of a building component that participates in dynamic heat exchange between
the component and the environment:
Where active thickness of a building component:

Zidi = dactive- (2)
And it is the function of:

dacrive =f(T’ ¢, p’ 7‘)) (3)

where 7T is time period of the unsteady thermal process, which is not well-defined or/and arbitrary.
Thetheoretical investigation results of the interplay of an active thickness of various building components and
time period of the unsteady thermal process is presented in Fig 2.
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FIG. 2: Interplay (area) of active thickness of a building component and time period of unsteady thermal process

Theoretical analysis shows that active (or violent temperature oscillations) thickness can vary from 0.5 to 12
centimetres according to arbitrary time period of unsteady thermal process, or/and can be estimated by
streamlined expression introduced in Fig. 2.

4. Experimental Investigation of Unsteady Heat Transfer Process in a One-
cell Building

The experimental investigation was carried out at the Solar energy investigation centre Platforma Solar De
Almeria (PSA) in Spain. This project was made under the financial support of EU-DGXII “Improving Human
Potential” programme.

The aim of the experiment was to investigate unsteady heat transfer process in a one-cell building under natural
conditions. Preparation and the main part of the experiment were carried out during the stay in PSA for more
than a one-month period of time.

The paper presents methods and results of one-dimensional unsteady heat process experimental investigation in a
one-cell building under the impact of solar radiation on one surface and unequal boundary conditions.

The obtained experimental data may be put into practice and can be useful in developing unstable heat transfer
theory in multi-layers using various methods of analysis.

4.1 Equipment and methods of the investigation

The LECE (Laboratorio de ensayos Energéticos para Componentes de Edificacién), located on the south side of
the PSA, forms the part of European PASLINK laboratories’ network for energy testing of buildings’
components. It consists of four test cells with complete instrumentation for testing thermal performance of
building conventional and passive components under real outdoor conditions (Fig. 3).
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FIG.3: Scheme of a test room and a test component section with installed measuring equipment
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A test cell of approximately the same size as a standard room was used in the experiment. The opposite wall to
the service room is interchangeable with the test specimen. A test component was a multi-layer wall (Fig. 3) of
three different layers, i.e. 2 cm of plaster from the outside, 12 cm of brick wall and 2 cm of plaster from the
inside.

Thermocouples were installed in separate layers of the wall. Two thermo- resistant thermometers were installed
to meter inside and outside air temperature. A pyronometer was installed on the outside surface to meter the total
solar radiation. Heat flux meters were installed to investigate the heat flow — 1 on the outside surface and 3 on
the inside surface.

All equipment was connected to a computer. The computer was fixing the test data each 10 minutes.

Orientation of the test’s component was to the south, and the experiment was carried out in May of 2003.

4.2 Results of the investigation
Experimental data including the inside and outside air temperatures, temperatures of different layers of the
testing wall, solar radiation and heat flow densities through the boundary densities was being collected for a

period of longer than a month. The characteristic data of temperature distribution for three days is presented (Fig.
4).
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FIG.4: Temperature distribution

The outside air temperature maximum — 27-28 °C appears at about 1 o’clock PM at midday, and minimum — 13-
14 °C at 2-4 o’clock AM at night. The third day sticks out because of temperature fluctuation at the bright period
of day. The external surface temperature change is parallel to the outside air.

During the sunny days (1* and 2™ day) temperature curves even moves from external surface to internal.
“Temperature wave’s” — temperature curves’ movement — time from external surface to internal is about 7 h,
and from outside air to inside air — near 12 h.
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FIG.5: Heat flow densities and solar radiation

Here, “Rad-S” is solar radiation’s reading by the pyronometer, “HFext” and “HFint” are the heat flow densities’
readings by the flux meters that were installed on the external surface.
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The first day sticks out because of no parallel between solar radiation intensity and external surface heat flow
density change. High speed of wind at the time of experiment data measurement can be the result of such
phenomenon.

5. Investigation of an Unsteady Thermal Regime of the Building

A real building was chosen for practical calculation. Heated area of the building was 9144 m’, heated volume
was 30176 m®, design indoor temperature was +20 °C, design average outdoor temperature of heating period was
—0.7 °C lowered heating period was 10 hours, heat loss coefficient of the building was H = 9395 W/K, heat loss
per heated area of the building was 44 W/m?, lowered heating period was 10 hours per day.

Necessary for the investigation data was calculated according to national regulations and energy audit results.
The results of building intermittent heating investigation with 3 °C lowered heating for 10 hours period are
presented in Fig. 6. It is evident, that the same heating power re-creation after lowered heating period is
insufficient to reach design indoor temperature. Anytime, after lowered heating period boost heating phase —
heightened heating period — it is necessary to re-create design indoor temperature.
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FIG.6: Investigation results of unsteady thermal regime of a building

Boost heating phase is the heating-up capacity of heated space and requires compensation effects of intermittent
heating in a heated space. It could be estimated by using the re-heat factor which varies from 2 to 45 W/m?,
depending on the type of building, building construction, re-heat time and assumed drop of internal temperature
during setback. Fig. 7 represents additional heating-up capacity (additional heat power) needs for compensation
effects of intermittent heating according to comparative heat losses of a building.
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FIG.7: Additional heat power percentage for temperature change 3 °C

The heating power increase on behalf of intermittent heating effect is ranging from 18 % to 125 % according to
temperature drop and re-heating period of time for particular buildings.

6. General Conclusions and Proposals

e The boost heating period is always required for intermittent heating use to achieve the design indoor
temperature during the fixed period of time without influence of internal heat gains. The heating power
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increase on behalf of intermittent heating effect is ranging from 18 % to 125 % according to
temperature drop and re-heating time period for particular buildings. Heating-up capacity on behalf of
intermittent heating influence must be optimally chosen according to possible savings and investments.

e The major part of building’s thermal energy which is acting in dynamic heat exchange is accumulated
in high weight building envelopes. Therefore the master’s task is the estimation of stored (accumulated)
thermal energy here. The main figure is thickness of massive structure where unsteady thermal
processes appear and influence building indoor climate and energy demands. Theoretical analysis
shows that — active (or violent temperature oscillations) — thickness can vary from 0.5 to 12 centimetres
according to arbitrary time period of unsteady thermal process.

e The results of experimental investigation, which was carried out at natural conditions, show the display
of violent temperature oscillations thickness till 7.5 centimetres, and unsteady thermal process of 12
hours on the average. A period of 12 hours for arbitrary unsteady thermal process and 5 centimetres of
active thickness are recommended to use as a practical unsteady heat transfer problems’ solution.
Active thickness of the component can be estimated by a streamlined expression introduced in this work
if another period of time for unsteady thermal process is chosen.
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SUMMARY:

This paper describes measurements in a test facility of the cooling capacity of the thermo active building system
(TABS) combined with acoustic ceiling. Generally it has been expected that in order to maintain sufficient
cooling capacity from the mainly radiant heat transfer, the concrete ceiling must be exposed directly to the
room. This in practice would therefore impede the use of TABS in open plan offices where acoustic ceilings are
needed to ensure acceptable acoustic conditions. In this work, we have made measurements in a room equipped
with TABS combined with an acoustic ceiling covering parts of the ceiling, so that both acoustic and thermal
requirements could be met. In the measurements 35%, 47%, 67% (two different patterns), 70% 83 % and 100%
were covered as well as four different configurations using baffles. Both thermal and acoustic properties were
tested. The results showed that even with a covering of 83% of the ceiling surface area, the cooling capacity was
still around 70% of the uncovered ceiling for the same temperature difference between mean fluid temperature
and room operative temperature, while at the same time the reverberation time in the room was clearly
acceptable. This shows that acoustic ceilings and TABS can be combined.

1. Introduction

The use of the Thermo Active Building System (TABS) is currently increasing in use. Since the first mentioning
of the concept using air (Andersson and Isfilt, 1978) and water (Meierhans, 1993; Meierhans, 1996), a number
of projects with different applications have been described (De Carli and Olesen, 2001; Meierhans and Olesen,
2002). The functionality of TABS is to cool or heat the building using pipes integrated in the thermal mass of the
building. Due to the large possible surface area between room and building surfaces equipped with TABS, it is
possible to use high water temperatures for cooling and low water temperatures for heating. This makes it
possible to use a large number of different heating/cooling sources which can very often be combined with
renewable energy.

Another property of TABS is the peak-load shaving ability. This means that since the thermal mass can absorb
heat from the building and store this in the concrete, it is not needed to dimension the cooling system for the
peak-load, but rather for the average load during the whole day (CEN, 2007). This means that since the concrete
must absorb the surplus heat, and since this is a slow process compared to airborne cooling systems, the use of
TABS means that the temperature in the room is not going to be constant during the day. In stead it will drift. At
the same time this physical property also limits the allowed heat loads in the room.

Generally it is stated in the existing work that in order for TABS to work the following must be observed:

O Keep the heat loads as low as possible;
O Make sure to have large surface areas with exposed concrete;
O Accept temperature drifts during the day — lower end of comfort zone in the morning and upper

end of the comfort zone in the afternoon;
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O Low exergy system — low temperature heating and high temperature cooling;
O Since there is a need for a large exposed concrete surface, it is not possible to use an acoustic
ceiling.

In the previously conducted work, which is based on both theoretical calculations and computer simulations as
well as measured and empiric data, TABS is found to be a useful alternative to normal air based cooling, and that
at the same time, it can also be used for heating.

However, as it can be seen above, especially the acoustic properties are of concern for the use of TABS. Here the
keywords are overall sound intensity and reverberation time. The first tells how “loud” the room is while the
second tells how quickly sounds are dampened. In Danish legislation (Arbejdstilsynet, 1995), there are
requirements for both, designed as guidelines which will ensure that the requirements are met; for instance in
open plan offices, there is a requirement which states that 80% of the ceiling surface should be covered by an
acoustic ceiling. This most often translates into a complete covering of the ceiling surface.

It is therefore obvious that there is an obstacle for the use of TABS especially in buildings using open plan
offices. On one hand TABS needs to have as much of the concrete surface exposed to the room as possible,
while on the other hand there is a need to meet the acoustic demands. In the papers and articles described above,
this problem can also be found, as it is normally stated that the acoustic demands were met in “other ways”. In
this paper, we will show that both thermal and acoustic requirements can in deed be met simultaneously. The
method has been to make detailed measurements in a test facility which has been constructed at the Technical
University of Denmark (Weitzmann, 2004). The test facility is a room which, as ceiling and floor, is equipped
with TABS. In this room we have investigated the thermal properties using a number of different layouts for a
suspended ceiling. At the same time the acoustic reverberation time was investigated for some of these layouts.

The investigation showed that even at very high covering percentage of the ceiling surface, the cooling capacity
was only decreased by a very small percentage. This shows that it is possible to combine these two properties.

2. Method

2.1 Test facility

The test facility is a room of 6m times 3.6m with a room height of 3.6m which, as ceiling and floor, is equipped
with TABS. In these measurements only the upper deck is used. The TABS is integrated in a pre-fabricated
hollow core concrete deck as shown in FIG. 1. The pipes are placed 50 mm above the ceiling surface in the 270
mm deck. The reason for this position is that the upper deck should be used mainly for cooling from the ceiling
surface. In the pipes, water can be circulated at a predefined temperature and flow rate.

FIG. 1: View of the hollow core concrete deck in which the TABS is integrated

Internally in the room it is possible to add an internal heat load either through wall mounted electrical radiators
or through a typical office setup using simulated persons, personal computers and lighting, which is mounted at a
height of 3.0m above the floor surface — the same height as the lowered ceiling when this is present.

Measurements include supply temperature, flow rate and temperature difference between supply and return in
the deck, internal heat load in the room, surface and air temperatures (to give the operative temperature) in the
room as well as surface and air temperatures in the thermal guard.
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Two types of lowered ceilings were tested; plywood plates and mineral wool acoustic panels. The reason for
using plywood was a greater flexibility in designing the layout. It will later be shown, that this difference does
not influence the results. FIG. 2 shows six different layout of the acoustic ceiling with covering percentages
between 35% and 80%, called layout 1 to 6. Also used were layouts of 0% (layout 0) and 100% (layout 7).
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FIG. 2: Different layout of lowered acoustic ceiling.

Secondly, the acoustic panels were mounted in a vertical position as baffles. This is shown in FIG. 3. For this
acoustic panels of 600x1200mm were used. This vertical position has the obvious advantage, that they do not
block the direct view to the ceiling except for large angles away from the vertical orientation. However, the
acoustic material is still present in the room and will lower the sound propagation. The four layouts shown here
uses 10, 14, 14 and 27 acoustic panels, which is translated into an equivalent covering percentage of 33%, 47%,
47% and 90% respectively, even if they only cover between 2.8% and 7.5% of the ceiling surface.
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FIG. 3: Different layout of vertical baffles using 10 panels, 14 panels, 14 panels and 27 panels respectively.

FIG. 4: Pictures of acoustic ceilings — left a plywood lowered ceiling and right acoustic panels as baffles

The different layouts will be used the following investigations:

O Correlation between covering percentage and cooling capacity;
Difference between covering material;
Decrease of cooling capacity for different cover percentage and baffles;
Reverberation time for different layout

Oo0OO

2.2 Thermal properties

For the upper deck with integrated active TABS, the overall energy balance, assuming steady state conditions is:
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qpipe = qup + qduwn + qguard [W/mz] (])

The term on the left expresses the energy flow in the pipe, where the terms on the right expresses the heat flow
through the ceiling surface, floor surface and sides and ends of the deck respectively. In this work, we want to
express the heat flux through the ceiling as the function of the temperature difference between operative
temperature in the room and the mean fluid temperature. Therefore Eq. (/) is rewritten as,

qup = qpipe - qdown - qguurd [W/mZ] (2)
The heat flux in the pipe can be found from:

1 T T W/m2 (3)
q]li]le - A mﬂuid ' C]I,ﬂuid ! ( return supply) [ m ]
deck

The heat flow through the floor surface, g,,,, . can be calculated based on the temperature difference across the

floor covering material, which therefore functions as a heat flow meter. The final heat flow, g, , which is the

unwanted but inevtible heat flow through the ends and sides of the deck, has been found to be small compared to
the two other heat flows, giving an error in most cases around 2% to 3%, with a maximum of 7% in a few
measurements where there is a small temperature difference between deck and room.

From this, the cooling capacity coefficient, U __, is defined as shown in Eq. (4).

cc?

Gy = Ui (T = Ta) W] (4)

room

Here 7, is the operative temperature in the room and 7', is the average value of the fluid temperature.

room

Finally solving the equations for the cooling capacity coefficient, U, , the following is found.

(5)

cc

_ mﬂuid : Cp,ﬂuia’ : (Treturn - Ts upply) [W/m2 K]

cc
Aa’eck : (Traum - Tﬂuia')

It is assumed that the temperature difference in the fluid between supply and return is small, so that the surface
temperature of the deck is almost uniform and the heating of the fluid in the pipe can be neglected.

2.3 Acoustic properties

Since the Danish building regulation sets requirements for the reverberation time, this value will be assessed in
this work. Also, since the room is not a standard size laboratory, the sound level is not directly useful for other
applications than this one. In the standard DS EN IS03282, (CEN, 1998), the measurement of the reverberation
time is described and the requirements are stated. Here the reverberation time is evaluated based on the averaged
slope of the measured decay curve for six different frequency bands.

Based on the reverberation time, the sound absorption area index (SAA) is calculated as a single value
expressing the performance for each of the layouts using the acoustic ceiling.

2.4 Measurement series

The measurements in the test facility were carried out using different combinations of fluid temperature and
internal heat load, which was supplied either through wall-mounted radiators or through simulated persons,
computers and lighting. The supply temperature was 15°C or 17°C with a heating of the fluid of less than 2K
from inlet to outlet. The operative temperature was in the range of 23°C to 30°C, which was measured in the
middle of the room. In total these temperatures corresponds to an internal heat load in the room between 20
W/m? and 70W/m?, which is then also the range of the cooling capacity from the ceiling surface.

Steady state measurements were used. Depending on the actual setup, temperatures and the previous experiment,
it would normally take up to three days to reach steady-state followed by approximately 12 hours from which
data were used. All different layouts were investigated using different supply temperature and internal heat load.
However, since each measurement series could last up to four to five days, this obviously limited the number of
series.
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3. Results

Initially, FIG. 5 shows the heat flow through the ceiling surface as a function of the temperature difference
between operative temperature in the room and the mean fluid temperature in the deck. In other words this shows
the cooling capacity of the ceiling surface. The operative temperature is in all cases measured in the middle of
the room. The mean fluid temperature is found from the supply temperature and the heating through the pipe. In
all cases the heating is less than 2K, giving uniform surface temperatures. On the graph, each point represents
one measurement series. It can be seen that the highest heat flows occurs for the ceiling without acoustic
measures for Layout 0. The legend notes if the measurements are using radiators, otherwise the setup of
simulated persons and PC’s is used. Without acoustic ceiling (Layout 0), there are little or no differences in the
heat flows in these two cases. This conclusion is, however, not valid for acoustic ceilings. Comparing Layout 2
and 3 for radiators and people and PC’s, it can be seen that there is a difference in the cooling from the ceiling,
which is smaller for the more realistic setup. One very possible explanation is that the air flow pattern in the
room when the air is heated at the perimeter of the room is more favourable than heating in the middle of the
room. Also notice that there is a near linear correlation between the temperature difference and the heat flow
through the ceiling surface, which is the easiest visible for the uncovered ceiling.

Looking at the other data points, it can be seen that the introduction of a lowered ceiling decreases the cooling

capacity of the ceiling surface. Generally, it can be seen that the larger the covering percentage, the lower the
heat flow.
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FIG. 5. Heat flow through the ceiling surface as function of the temperature difference between the operative
temperature in the room, and the mean fluid temperature in the deck

FIG. 6 shows the cooling capacity coefficient calculated based on Eq. (5) as a function of the covering
percentage. Again one data point is shown for each measurement series. Here it is obvious that even at 80%
covered area, the cooling capacity coefficient is still only around 30% smaller than for the uncovered ceiling.

Looking at the data points for the case of 67% covered using two different layout schemes of the acoustic
ceiling, it can be seen that there are no differences in the cooling capacity coefficient. In fact, the type of heat
load in the room is more important than the layout.

The measurements showing the baffles can also be seen in the figure, where the percentage of covered area is
recalculated as an equivalent covering area. Here it can be seen, that using baffles only results in a minor
lowering of the cooling capacity compared to the uncovered conditions.
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FIG. 6. The cooling capacity coefficient as function of the covered percentage of the ceiling surface

The results from the acoustic measurements are shown in TABLE. 1, were only performed for the empty room
and for the layouts using acoustic panels. As it can be seen, the reverberation time is much larger for the case
without the panels than all other cases. This can also be seen from the SAA index, which tells about the ability to
absorp noise; the higher the value, the better. Briefly described, it can be seen, that there has been a significant
reduction in the reverberation time compared to the uncovered ceiling — and consequently a large increase in the
SAA index. Comparing the horizontal acoustic ceilings, the values for 100%, 70% and 35% shows a poorer
performance for the smaller covering. For the baffles it is actually possible to have a larger SAA-value than for
the 100% covering, even using fewer acoustic panels.

TABLE. 1: Measurements of the reverberation time in seconds for six different sound frequency bands.

Layout Number 125 250 500 1000 2000 4000 SAA
Without panels 0 0,77 1,33 1,5 1,41 1,34 1,05 0,015
100% covered 7 0,54 0,66 0,56 0,6 0,64 0,57 0,52
70% covered 6 0,66 0,69 0,61 0,62 0,66 0,58 0,46
35% covered 5 0,63 0,84 0,73 0,67 0,66 0,58 0,38
10 baffles 8 0,5 0,77 0,7 0,65 0,66 0,6 0,43
14 baffles 10 0,48 0,69 0,63 0,58 0,59 0,52 0,53
27 baffles 11 0,47 0,64 0,58 0,54 0,57 0,52 0,57

4. Discussion

The work presented in this paper has a large number of interesting implications for the use of TABS. In general
it has been believed that it was not possible to combine TABS and acoustic ceilings. However, the measurements
in this paper show that even a fairly large covering percentage only lowers the cooling capacity from the ceiling
to a much smaller extent than expected. In fact, covering up to 50% of the ceiling area has no significant
influence on the cooling capacity coefficient. The measurements also show that using vertical baffles does not
lower the cooling capacity from the ceiling at all.

The actual layout does not influence the results, since two different patterns with the same covering percentage
gave almost identical results. Also the cover material does not influence the results. For practical reasons
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measurements were made using plywood panels in stead of acoustic panels, which by comparing identical
covering percentages gave the same result.

One issue which has not been investigated is the mode of heat transfer between ceiling surface and room. Since
the normally dominant direct radiation heat exchange with the occupants and other room surfaces is impeded by
the acoustic ceiling which also changes the air flow patterns.

In the measurements, the fluid temperature difference between inlet and outlet is always less than 2K, which
means that there is no need to investigate differences the cooling along the length of the pipe. This is also how
the system is expected to be operated in an actual building where water is used as the cooling medium. The
conclusions would probably not be applicable for airborne systems, where the temperature difference is normally
larger in the flow direction, requiring a subdivision of the deck in the calculations. Also, the acoustic ceiling
influences the operative temperature in the room as it covers the direct view from the room in certain positions.
However, the measured values only changed slightly when measuring either under or between an acoustic plate.

For the uncovered ceiling, the measurements indicate that a linear relation between the temperature difference
between operative and fluid can be assumed as a first estimate. A closer analysis shows that an exponential cor-
relation is more adequate. This is also in line with EN1264 (CEN, 1998), which has an exponent of 1.1 in the
correlation. For the covered ceiling, the fairly limited number of measurements could not be used to correlatie
covering percentage and cooling capacity coefficient. This requires further measurements using different covers.

The acoustic properties have not been investigated in great detail in this work as the main point has been to
establish a dependency of the covering percentage on the depreciation of the cooling capacity. Therefore the
acoustic investigation is made in order to determine the probability that these requirements can also be met.

However, in spite of these shortcomings, the results show that it is possible to combine TABS and acoustic
ceilings and get both the cooling from the ceiling and at the same time be able to meet the acoustic requirements.
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SUMMARY:

The strategy chosen in the present work is to use standard finite element software which gives the possibility to
use triangular elements and to run different physical models in parallel and with interaction between the models.
This creates possibilities of rational solution of large thermal field problems. The modern finite element
software gives the user the possibility to create macros or scripts for administration of calculations giving the
possibility within the software environment to convert real time data into Fourier series, run the solution for a
large set of frequencies and to carry out the inverse transformation of the results to time series. By separation of
the ground heat flow and the duct heat balance a technique for the introduction of variable air flow is developed.
The use of the technique is demonstrated for annual ground heat storage in a duct under a building. As shown by
the examples in the paper the new tools for finite element modeling of different processes opens up a new field
of opportunities in the treatment of problems within building physics. An advantage is that the solution for
various processes can be interlinked and the high level script formalism gives the possibility to implement the
field problems in the treatment of whole systems in a rational way. In the paper it is shown how the frequency
domain solution for heat transfer can be implemented into existing finite element software and how the solution
can be combined with constant mass flow in pipes and ducts. It is furthermore outlined and demonstrated how
the treatment of variable mass flow can be carried out in reasonable time utilizing advanced iterative solutions.

1. Introduction

The calculation of heat transfer in systems with large thermal inertia in the time domain is a process that needs
high computer capacity and CPU time. This is the case for problems as two or three dimensional heat transfer to
the ground when calculating ground heat loss from buildings and different configurations for ground heat
storage. The strategy chosen in the present work is to use standard finite element software which gives the
possibility to use triangular elements and to run different physical models in parallel and with interaction
between the models. From earlier work the formulation of the solution for the heat transfer equation in the
frequency domain gives the possibility to formulate the problem as two steady state temperature fields, one for
the real and one for the imaginary parts of the solution. The different temperature fields are interlinked via the
heat source term. In this way the solution time for each frequency will be of the same order of magnitude as for
the steady state solution. The modern finite element software, COMSOL (2007), gives the user the possibility to
create macros or scripts for administration of calculations giving the possibility within the software environment
to convert real time data into Fourier series, run the solution for a large set of frequencies and to carry out the
inverse transformation of the results to time series. In this way a rational and highly effective calculation
technique for this problem area can be reached. By separation of the ground heat flow and the duct heat balance
a technique for the introduction of variable air flow is developed. The use of the technique is demonstrated for
annual ground heat storage in a duct under a building.

2. Ground heat exchange

In many design problems we are depending on modeling the heat exchange with the ground. Simulations of such
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problems in the time domain are however very tedious since we have to include large ground volumes in our
simulations and the time for convergence may be of the order of magnitude 10 to 100 years in real time. It is
therefore tempting to move the calculation work to the frequency domain and use the Fourier transform for the
representation of the actual boundary conditions in time. Furthermore the system is assumed to be linear and the
boundary conditions are expressed as Fourier series. The solution can the be limited to the frequency domain
where each entity can be expressed as a complex numbers representing amplitude and phase shift from a basic
oscillation. The solution for each frequency can be found in similar way and with similar calculation effort as for
the steady state solution and the results for the different frequencies are then transformed back to time series
showing for instance different temperatures in the crawl space as a function of time.

The heat conduction evaluation in two dimensions can be expressed

% 9’ 199 (1)

o oy aor

If the temperature variation over time now is limited to a harmonic variation that can be expressed as a sinus
function or expressed in exponential form,

) (2)
V=Ww+i-v)-e”

where the exponential part is the basic unit oscillation with angular frequency ® and (u+i'v) is a complex
quantity giving the amplitude and phases shift. In this way the equation to be solved is
9’8 9% iw
e
X a
Y (3)
The finite element formulation for direct solution of this equation, where the temperatures are represented by
complex numbers, has been implemented a computer code in and utilized to investigate the dynamic properties
of water coils embedded in an intermediate floor construction, Weber (2004)

Inserting equation 2 into equation 3 we get one equation for the real part and one equation for the imaginary part

82u+82u_a) ; 82v+82v_ o "

ox> 9y’ a ox*> 9y’ a
The solution for the real term is the steady state solution with the complex part of the temperature as a source
term. The solution for the imaginary part is in the same way depending on the real part. The solution for each
frequency can be set up as two steady state temperature fields, the real and the imaginary, that are solved
simultaneously. This is nicely solved by the multi-physics approach where the two temperature fields are given
in separate models and where the source term for the real temperature models is calculated from the complex
model and vice versa. The calculation work for each frequency will be of the same order of magnitude as that of
solving a steady state two dimensional temperature field. The periodic boundary conditions such as the outdoor
temperature can be expressed in Fourier series and the Fourier coefficients also represent the real and imaginary
inputs for corresponding frequencies.

When computer codes are used for other purposes than intended it is important to have access to analytical
solutions for various problems where the methodology can be tested. Such solutions for heat conduction in the
frequency domain are for instance provided in basic course material semi infinite solids and for problems with
axial symmetry solutions based on modified Bessel functions can be found in Schmidt (2004).

As a demonstration of this solution technology we can take the case of a ventilation duct in the ground. It is well
known that we can use a duct to reduce the temperature swing of the outdoor air and thereby reduce peak power
for heating in winter and cooling in summer. We can characterize the dynamics of the ground by calculation a
two-dimensional section perpendicular to the duct direction. For each frequency, ®, we calculate the real and
imaginary temperature fields for two cases. One is when we have a unit oscillation of temperature for the duct air
Ty, The other is when we have a unit oscillation of the outdoor air temperature T,.

Case I: T,=0+i-¢" T, =0 (5)

out
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Case2 : T,=0, T,=0+i)-&" (6)

Now we define for each frequency the admittance, E, for the duct as the heat flow from the duct air to the duct
wall for boundary temperatures according to case 1 and, F, the transmittance from the outdoor temperature to the
duct temperature as the heat flow towards the duct air for a unit temperature oscillation according to case 2. Note
that F and E are complex numbers that represent the amplitude and phase shift of the heat flow relative to the
unit temperature oscillation. If we assume that the cross section is constant along the duct, and if we assume that
the heat conduction along the duct in the ground can be neglected, we can use the exponential solution for the

temperatures along the duct in the frequency domain.

F ~ A-p-cp-i-w+E.x F ~
' ' "L ou “A-p- "L ou
T.(x,0) =T, —— et A — (7)
.p.cp.l.w+ .p.cp.l.a)+
and at the outlet of a duct with the length L
~ A-pe,i-@tE ~
~ - F-T, ~uipe - F-T,
L.(L@)= T, o AL o — (8)
.p.cp.l.a)+ .p.cp.l.a)+
Which is a complex number times the basic oscillation
T . =(c+i-d)-e” (9)

Since we are dealing with linear systems in the frequency domain all time dependent variables and results are a
product of the complex number and the basic oscillation. A convention is therefore to simply write the quantities
as the complex number

~

Tu=(cti-d) (10)
In the frequency domain we choose to use apart from oy — 0 for the steady state solution based on average
values six frequencies starting with the annual oscillation.

The inverse Fourier transform will give the solution for the outlet temperature in the time domain.

_ C(—g)_o) + 26: (c(@,)-cos(@, - i) +d(®,)-sin(@, - 1)) (1

n=1

outl —

We now test a more active solution where we use an air borne solar collector to heat the air before it enters the
ground coil. In the first approximation we assume that we have a solar collector upstream that gives an average
monthly temperature of the inlet air for the duct.

T,=T,+007-1 =(a+i-b) (12)

out

where a and b are the real and imaginary part of finz respectively.

The input data for the calculated case are as follows:
Duct diameter: 400 mm
Duct center to ground surface: 1000 mm
Duct length 60 meters
Air in duct with velocity 3 m/s, density 1.2 kg/m® and the specific thermal capacity 1000 J/(kg'K)

Convective surface heat transfer coefficient in duct is 10 W/m’K. The surface heat transfer coefficient
on the top surface is 25 W/m°K. For the steady state solution the temperature at 6 m depth is assumed to
be constant equal to the average annual temperature outdoors.

Insulation layer on the ground above duct has thickness 200 mm, width 2000 mm, thermal conductivity
0.036 W/(mK), density 30 kg/m’ and specific thermal capacity 1000 J/(kgK)
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The ground body in the calculation is 2000x6000 mm with a surface heat transfer coefficient of 25
W/m’K on top and an assumed adiabatic boundary at the sides and at the bottom, thermal conductivity

1.6 W/(mK), density 1800 kg/m® and specific thermal capacity 1000 J/(kg'K). FEM model for the cross
section is shown in FIGURE 1. The calculated unit temperature responses in the frequency domain are

shown in FIGUR 2-4.

()

FIGURE I Finite element mesh for the calculated ground body. The geometry is rotated 90 Deg to the left
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FIGURE 2 The real part of the calculated emittances for the steady state solution and the for first frequencies

corresponding to periods of 1, V2, 1/3 and % years
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FIGURE 3 The imaginary part of the calculated emittances for the steady state and the for first frequencies
corresponding to periods of 1, Y5, 1/3, and Y4 years
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FIGURE 4 The magnitude of the calculated emittances for the steady state solution and the for first frequencies
corresponding to periods of 1, Y5, 1/3, and Y4 years

83



Session M2A — Energy Performance of Constructions Building Physics 2008 - 8th Nordic Symposium

Temperature ©°C
40 T T T T T
Ductinlet
30 -
p I e . -
10 —
- Outdoor air _
-10 | | | | |
0 2 4 6 8 10 12
Month

FIGURE 5 The annual variations in temperatures for a 60 m long duct coil with a diameter of 400 mm
calculated from the inverse Fourier transform. The adiabadic conditions are assumed to be reached if the duct is
laid in a spiral at a depth 1000 mm with center - center distance of 2000 mm with 200 mm EPS insulation on the
top.

The resulting temperature variations given in FIGURE 5 show that the winter temperatures for the ventilation air
can be on average raised for more than 10 degrees during the coldest winter month. We also have to bear in mind
that this solution has so far only be analyzed as a linear system with constant air flows and temperatures based
on monthly mean temperatures and solar radiation. With a non linear operation of the duct coil, such as reversing
the flow and varying flow rates based on available solar radiation, the solution can be developed towards a better
performance. If the duct is placed under the ground plate of a building heated to 20 °C the average temperature
of the duct outlet air will rise somewhat.

3. An approach to modelling of non-linear problems

In the previous ections the analysis is done based on constant velocity in the pipe and that gives us the idea of the
dynamic characteristics of the system. A more effective utilisation of the system demands that we can vary the
mass flow through the storage in time and thereby introducing elements of non-linearity into the calculations.
For example during the summer the temperature from a solar collector during the day is higher than the ground
temperature but during the night it can be lower and running air or water through the system would actually cool
the storage. The approach here is to try to use the same technique as used for the previous work for the linear
transfer functions for the linear cross section problem and then introduce the analysis to get the system parameter
to get the transfer function from a finite element analysis and interactively link this solution to the resulting
temperature distribution of the mass flow along the duct. The main issue is, as explaned below, introducing
variable velocity results in the solution of a large system of nonlinear equations. The solution here is based on
the GMRES (General Minimal Residual) method that gives a substantial reduction in calculation time compared
with the Newton-Raphson method, Peter et al (1990), Knoll et al (2004).
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3.1 New formulation

In the first formulation in the FEM (Finite Element Method) analysis, the potentials chosen for the formulation
of the transfer functions along the ducts were the outside temperature 7, and the temperature for the flowing
mass inside the duct T,, with a constant heat transfer coeffficient between the flowing mass and the duct wall &
depending on the velocity. In the present approach this is no longer possible since varying heat surface heat
transfer coefficients will introduce a non-linear component in the modelling of the cross section. To overcome
this problem we assume the temperature around the duct or pipe to be more or less constant. Then the new
transfer functions for the cross sections will express the heat flows in terms of the outdoor temperature and the
temperature of the duct surface T,. The expression for the temperature of the flowing mass along the duct can
now be formulated numerically based on the inlet temperatures and the surface temperature along the duct.
Basically the calculation is carried out in the following steps

1. The
transfer functions E*and F* for the cross section are calculated with a finite element method.

2. The
system along the duct is divided into a finite number of cross sectional elements in which the
temperatures of the surfaces T(t) is supposed to be a function of the time but not of the space. In each
of these elements the temperature of the surface 7,(t) are assumed to be known

3. For each
of the cross sectional elements we express the heat flow at the duct surface based on the and
temperatures on the duct surface and outside

Q(w) = E* (w)- T, () + F* (w) - T, () (13)

and get the time domain function, q,(t), from the inverse Fourier transform.
The heat flow based on the conditions inside the duct surface is

q; ®=h(t)(T, (t) - T, @) (14)

4. Given the
inlet temperature and mass flow as a function of time the temperature change of the flowing mass along
the duct can be expressed in time for the sequence of cross sectional elements based of the heat flow to
the surface.

aT, (O 3
h()- (T, (t) - T, (t)) + ax P % cu®)-A=0 s
T () h®-(T,®- T, ®)
ax p-c,-ult)-a (16)
Ty ) = T, {t} + aT: (t}- dx
dx
(I7)
5. The

solution of the problem is to find for all the cross sectional elements of the ducts a temperature for the
flowing mass varying in time 7,(t) that, fullfilling the conditions in 3 and 4.

In FIGURE 6 results from a calculation for the Helsinki climate are given. Before entering the duct the air is
preheated by a horizontal solar panel with a surface A = 15m” and efficiency of 0.25. The velocity is constant in
winter and is variable between 0.0 and 1.0 m/s in summer depending on the available solar radiation.

4. Conclusion

As shown by the examples above the new tool for finite element modeling of different processes opens up a new
field of opportunities in the treatment of problems within building physics. An advantage is that the solution for
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various processes can be interlinked and the high level script formalism gives the possibility to implement the
field problems in the treatment of whole systems in a rational way. In the paper it has been shown how the
frequency domain solution for heat transfer can be implemented into existing finite element software and how
the solution can be combined with constant mass flow in pipes and ducts. It is furthermore outlined and
demonstrated how the treatment of variable mass flow can be carried out in reasonable time utilizing advanced

iterative solutions.
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FIGURE 6 The results from a non linear simulation of solar preheated air through a 80 m long ground duct in

Helsinki climate.
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SUMMARY:

The paper presents the calculus program expert kind “SPATIAL GLAZING” for the modelling and simulation of
the physical spatial phenomena of thermal transfer through structures with complex formation, for the
estimation of the heat flow and thermal resistance, for determination of the energetic performance of windows in
divers placing modes in the walls belonging to the building envelope. The findings and the measurements made
upon the same window type with the same energetic performances taken from the catalogue, for different
conditions in exploitation, led us to the conclusion that the energetic performance of a type of window is very
much influenced by the contour conditions in which is placed and is in exploitation. The necessity and the
suitability of the automaton calculus program was imposed upon the need of explaining the differences in
behavior of the same window type which has been placed in divers constructive solutions for walls and for divers
placing positions of the same window type in the wall thickness. The calculus program expert kind “SPATIAL
GLAZING” uses and develops other automaton calculus programs made by our research collective from the
department of Physics of Constructions in the last 30 years of activity in the physics building field.

1. Introduction

The calculus program “SPATIAL GLAZING”, was used for designing new window profiles, at designing new
buildings, for determining the energetic performance of envelope elements of new buildings and for energetic
rehabilitation of the existing ones.

The program represents a valuable implement for establishing the energetic performance of windows in actual
conditions for exploitation, for the four standardized climatic zones in Romania: I zone -12°C, II zone -15 °C, III
zone -18 °C and IV zone -21°C. The use of the calculus program gives offers structural solutions for the
ensemble window- wall which have a direct and favorable effect upon energy economics in building exploitation
and for reducing the pollution emissions in the atmosphere.

Graphical and numerical results for plane sections for various windows types are presented in the current
bibliography. Results for the spatial calculus that takes into consideration the heat transfer, in the way we
approached it in the paper, are not available in the current bibliography.

In the 2™ catalogue-Isothermen are presented the climatic conditions where the calculus were made. In Romania
the climatic conditions are harsher, having four climatic zones with the following annual medium temperatures
during winter time: -12 °C for the 1% zone, -15 °C for the 2™ 7one, -18 °C for the 3™ zone, -21 °C for the 4™ zone,
with a relative humidity of the exterior air of 80% for each zone.

Specific for Romania for the interior environment the temperature of the air is 20°C while the relative humidities
for the interior air range between 60% and 75%, values mainly due to current activities in the dwelling houses
(cooking, washing clothes etc.).

While in the Praxishandbuch (Isothermen) the value for the given condense temperature is 9.3°C, in our country
in the conditions of the current humidity of 60% existing in our dwelling houses, the condense temperature is
12°C. For kitchens where food is usually cooked, the condense temperature is over 13°C.
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The analysis of the interior microclimate conditions existing in the dwelling houses from our country, leads to
the necessity of a better knowing of the heat transfer phenomena closer to the real phenomenon that takes place
in the case of the termopane glass windows placed in different situations of exploitation. The practical finding of
different behavior of termopane glass windows, the condense phenomenon met on the interior surface of the
window framework and the contour in which the window is placed, calls for the necessity of the calculus
presented in the paper. Most of the existing buildings in Romania were designed in the energy abundance
conditions and therefore they have a value for the thermal resistance under 0.7 m*K/W which means the value of
the thermal transmittance U is higher than 1.4 W/m’K.

An example for the apearance of the condense phenomenon on the interior glass surface is a five room PVC
framework window. The declared energetic performances by the beneficiary: U=2.0W/m*K, Ug=1.2W/m2‘K
and y= 0.08 W/mK for the aluminium distance piece with a width of 16 mm placed between 2 glass leaves each
of 4 mm.

FIG. 1: Window having a PVC framework placed in a wall made of big prefabricated panel of 27 cm thickness
with condense on the interior surface of the glass

With the rehabilitation of the existing buildings the improvement of those phenomena is observed. The value of
the thermal resistance will increase over 1.4 m*K/W and the value of the thermal transmittance U will decrease
under 0.7 W/m*K.

2. The geometrical model

The calculus program “SPATIAL GLAZING” uses the profiles geometry and the calorific characteristics
identified from a data library and post them in the structure of the analysed ensemble.
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FIG. 2: The geometry and the calculus dimensions of the window.

From the many studied cases we present the results obtained for the types of windows placed in window hollows
having the next dimensions: 0,60x0,60; 0,60x1,20; 1,20x0,60; 1,20x1,20; 1,80x1,20; 2,40x1,20; with one up to
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four sashes and with one up to 3 movable frames 30 cm high (H;=30cm).

The program is based upon the mathematical modeling for the heat transfer in spatial thermal stationary regime
such as:

a{ﬂ(x’y,z).‘iT(X’y’Z)Jr,l(x’y,Z).dT(x’y’Z)Jrﬁ(x,y’z).dT(x’y’Z)}:O )
ox dx dy dz

The programming language used for the calculus program has developed from Fortran to Pascal and up to Delphi
7, having inserted the calculus modules in C++ language. The number of the material types that can be used in
the program for describing the geometrical model and the contour conditions is unlimited.

The number of the digitization calculus network nodes is conditioned by the computer memory. For example,
when a single window is analyzed, the nodes of the network can range between 30000 thousands and 50000
thousands equations. When windows placed on the whole fagade of a building are simultaneously analyzed the
program works with 500-600 thousands nodes. For the digitization of the entire building the digitization
networks having minimum 2 million nodes (that depend on the computer memory) are used.

The time calculus for a window having a wood framework is about 90 seconds. For a window having a PVC
framework the calculus time is about 120 seconds and for windows having aluminium framework the time
calculus is about 200 seconds.

In time the calculus program has been optimized and after compilation sizes of 619 kb.

3. Subdivisions of the geometrical model

The geometrical model contained between the horizontal and vertical cutting planes was divided with the help of
some sectional planes to form the orthogonal temperature field design network.

The program places the calculus network automatically with steps covering between 1 and maximum 10 mm in
all directions.

The numerical method used is the one for the energetic equilibrium in each node of the plane or spatial
digitization network for the ensemble window- wall. The calculus program takes into consideration the
stipulations in accordance to EN ISO 10211/1-95 regarding the realization mode of the digitization network and
the estimation mode for the flows equilibrium in the calculus network nodes of the ensemble frame- window.

FIG. 3: Digitization network.

L
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FIG. 4: The studied types of windows.

4. Contour conditions

The contour conditions regarding the superficial resistances and the temperatures of the exterior and interior
medium, were taken the ones in accordance with the stipulations from the norm EN ISO 10077-2:2003.

The following conventional temperatures were used for the purpose of this study: +20 °C inside, and -18 °C
outside.

5. Thermo-technical design features of the utilized building materials

The design heat characteristics of the building materials used for our study were those taken from the European
standards regarding the energy performance of buildings.

6. Analysis and presentation of the obtained numerical results on real cases
studied by our research collective

The results obtained with the calculus program “SPATIAL GLAZING”, are presented numerical and graphics
form under curved shapes and isothermal surfaces.

The example presented in the paper refers to the window having the frame profile of wood — figure D4 from the
Norm EN ISO 10077-2:2003 and the detail for the aluminium element of spacing between the glass leaves-
figure D10. The next values were taken into consideration U,=1.3 W/mz‘K, U=1.36 W/mz'K, the bi-dimensional
thermal coupling coefficient L*°=0.481 W/mK and the linear thermal transfer coefficient of the aluminium
element of spacing y=0.084 W/mK.

S

FIG. 5: Figure D4 from Norm EN ISO 10077-2:2003 showing a wood profile frame of a window with an
insulating panel (b=110 mm)
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FIG. 6: Figure D10 from Norm EN ISO 10077-2:2003 showing a aluminium element of spacing between the
glass leaves of the window having a wood profile frame
In the figure 5 and 6 the notations stand for:
A, B and C limit conditions for A-adiabatic, B-exterior and C-interior
a- for insulating panel
b- light wood
d- ethylene propylene diene monomer rubber
f- glass
h- aluminium
m- polysulfure
n- silica gel (dessicatif)
o- filling air

In order to compare the results obtained with the calculus program for the spatial phenomena and the ones
obtained by a manual calculus, the Norm EN ISO 10077-1:2000 was used were the formula for the calculus of
the thermal glazing transmittance of the window is given:

:Ag U, +A, U, +1,-y,

W (2)
Ag +Af

where: U, is the glazing thermal transmittance
Uy is the frame thermal transmittance

, is the linear thermal transmittance for the combined effects of the glazing, spacing element and the
frame.

A, is the area of the glass
Ay is the area of the frame
1, is the perimeter of the glass

In the brakedown table are presented the results obtained with the calculus program “SPATIAL GLAZING” and
the ones obtained by the manual method in accordance with the Norm EN ISO 10077-1:2000.

By a comparative analyse between the results obtained by the manual calculus from the norm and the ones
obtained with the spatial calculus, significant differences are observed between the two types of results.
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The thermal performance and the thermal transmittance of a window obtained with the two methods are different
for the presented types of windows with percentages varying between 9.25 and 15.49 %. The results obtained for
the spatial calculus are more averse than the ones obtained with the manual calculus, because the last one does
not take into account the heat spatial transfer.

The different results are natural considering the general idea of the differences between a manual unidirectional
calculus and a spatial automaton calculus closer to the real phenomenon of the heat transfer through those
complex non homogenous systems.

The energetic performance of a building is directly influenced by the contour conditions, by the wall type in
which is placed, by the position of the window in the wall thickness. The position will either accentuate or
diminish the convective heat transfer on the surface of the interior glass, because of the natural movement of the
air in the room (vertical gradients of temperature).

TABLE. 1: Tabel with results

Dimensions Uw Differences
Window Length Area Norm Spatial UW3D— Uwn  Percent
type L H Total Framework Glass Uwn UW3D W/(kN‘mz) %
m m m’ % m’ %  W/KkNm’)  W/(kNm’)
1 12 12 144 0.678 47.05 0.762 52.95 1.648 1.803 0.155 9.43
2 1.8 12 216 1.008 46.64 1.152 53.36 1.648 1.814 0.166 10.07
3 24 12 288 1337 4644 1.543 53.56 1.648 1.816 0.168 10.17
4 06 12 072 0424 5894 0.296 41.06 1.694 1.956 0.262 15.45
5 06 06 036 0216 59.89 0.144 40.11 1.691 1.864 0.173 10.26
6 12 06 072 0424 5894 0.296 41.06 1.694 1.851 0.157 9.25
7 12 12 144 0835 5797 0.605 42.03 1.698 1.961 0.263 15.49
8 12 12 144 0756 5251 0.684 47.49 1.673 1.931 0.258 15.44

Analysing the disposition of the isothermal curves in a vertical section through the window frame, at the interior
surface of the glass the deviation of the flow lines and the concentration of the heat flows at the spatial
intersections of the window frame are observed.

This phenomenon explains the increased value of the thermal transmittance of windows, calculated in a spatial
manner compared to the ones calculated manual, because of the increased flow in those zones.
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FIG. 7: Graphic results: Isothermal curves - studied cases 7,8
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Because of it’s “easy and friendly” nature, staff with medium knowledge in the computer usage can use the
calculus program.

FIG. 8:Graphic results:Isothermal curves- studied cases 4,1

7. Conclusions

The negative phenomena mentioned in the paper were met in the exploitation of the existing buildings and at
some of the buildings where termopane glass windows were placed. In the thermal technical designing of
windows buildings the energetic performances utilized were the ones declared by the producers in the firm
catalogues. The values had not been adapted to the real exploitation conditions of the buildings and windows in
Romania. This fact is also explained by the absence of a handy working instrument for the designers, like the
calculus program “SPATIAL GLAZING” can be.

The making of the calculus program “SPATIAL GLAZING” appeared because of the persistent demand from
the designers.

In comparison with the stipulations from the Norm 10077/2:2003 which determines the energetic performance
for the window frameworks for standard conditions that do not take into consideration the contour conditions,
the calculus program presented in the paper represents a step forward regarding the analysis of the glazing
surfaces in real working.
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The conclusion is obvious and is a characteristic feature for each technical calculus that goes from the
phenomena study in plane coordinates to the phenomena study in spatial coordinates.

The calculus program was utilized in the energy audit process for the thermal rehabilitation of 97 buildings from
Cluj-Napoca city, in designing of 3 buildings having a low energy consumption and for the energy expertise and
redesigning of a passive house placed in Cluj-Napoca town.

The calculus program “SPATIAL GLAZING” has a prompt practicability in the designing phase of new
buildings and also in the phase for energetic rehabilitation of the existing ones.
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SUMMARY:

The paper presents a new tool to be used by architects and engineers for an optimized selection of windows in
dwellings. The tool has been developed using Microsoft Office Excel 2007 and VBA and aims to be user-friendly
and flexible, so it can be suitable for different levels of user expertise.

The tool organizes the process of selecting windows in four different stages.

A first stage, in which the user is able to compare the energy performance of different individual windows
(varying in configuration, size and component performances) using the concept of net energy gain.

In a second stage, the user may define a combination of windows to be used in a dwelling and calculate their
energy use on a seasonal basis, taking into account the utilization factors of the solar gains and heat losses for
the heating and cooling seasons respectively, according to (CEN, 2007, prEN 1SO 13790).

The main purpose of the third stage is to evaluate the indoor environment of critical rooms of the dwelling in
order to verify whether or not the windows solutions selected as having a good energy performance also allow
fulfilling the indoor comfort requirements defined in( CEN, 2007, EN 15251). The method used is the simple
hourly method defined in (CEN, 2007, prEN ISO 13790). In this stage the indoor temperature and the
heating/cooling energy demand are calculated for every hour of the year for each critical room of the dwelling.
The fourth step consists of a simple economic evaluation for the combinations of windows previously selected,
based on cost of conserved energy during the dwelling lifetime.

Based on the overview of the stages previously mentioned, the optimum windows solution can be selected for
each specific dwelling. In this way, the full potential of optimizing the energy performance of dwellings by
optimizing the selection of windows can be used in an easy way.

1. Introduction

The increasing concern about energy related issues, i.e. lack of energy supply security and climate problems, is
resulting in a requirement for more and more energy efficient buildings. In Denmark, Be06 is the program used
to document that the building design fulfills the energy frame required by the building code. However, with this
software, it is not easy to evaluate and compare the performance of different solutions of windows in buildings.
Furthermore, with Be06, it is not possible to analyze the quality of the indoor climate and how the windows
influence on it. There was, therefore, a need to develop a calculation tool to be used by architects and engineers
in the early phase of residential buildings design, in order to select the most appropriate solutions of windows for
each particular case, with regard to area, configuration, orientation, solar shading devices and energy
performance of the window components. This tool is to be used either when designing new dwellings/flats or
when renovating existing ones.

95


mailto:ss@byg.dtu.dk
mailto:isa@byg.dtu.dk
mailto:jbl@byg.dtu.dk
mailto:jek@byg.dtu.dk

Session M3A — Energy Performance of Windows Building Physics 2008 — 8th Nordic Symposium

A similar tool, Resfen (Mitchell R. et. al., 2005), had already been developed in the Lawrence Berkeley National
Laboratory, also with the purpose of helping designers and constructors during the selection procedure of
windows in residential buildings. Based on some input data, such as U-value, g-value and air-leakage rate of the
windows and some other information about the building, Resfen is able to calculate, on an hourly basis, the
relative energy and economic performances of the windows in comparison to an insulated wall without windows.
If the user wants to compare two different solutions of windows, he must perform two independent simulations
and compare the final results.

However, Resfen, is not able to perform indoor climate evaluations, which is one of the main differences when
compared to the new tool in this paper. The new tool also allows the user to create windows by selecting the
desired configuration and components (glazing, frame/sash, transoms, mullions and glazing bars) from pre-
defined lists. As a consequence the U-value, g-value and net energy gain of each individual window are
automatically calculated. The results are presented in tables, which makes it very easy to compare the
performance of different individual windows and of different solutions of windows applied to a house.

2. The method and the calculation program

2.1 Overview

The tool presented in this paper has been developed with the purpose of helping architects and engineers in the
process of selecting the optimal windows solution for residential buildings. It can be used during the design
phase of new buildings or for the renovation of existing ones.

Built in Microsoft Office Excel 2007 and Visual Basic for Applications (VBA), the tool aims to be user-friendly
and based on simple input data. At the same time, it is adapted to different expertise levels: for example the
inexperienced user has the option of using pre-defined solutions and default suggestions, while the experienced
user can have a very high level of flexibility.

The method/tool organizes the process of selecting windows in four different stages named as Stepl, Step 2, Step
3 and Step 4.

In Step 1, the user can evaluate and compare the energy performance of different individual windows based on
the knowledge of their configurations, sizes and components (glazings and frames). This first evaluation is based
on the concept of the net energy gain defined in (Nielsen T. R. et. al., 2001).

In the second step, picking from the windows previously characterized, different combinations of windows
(orientations, windows types, number of windows, tilt angles, shadings from horizon, overhangs, fins and
movable solar shading devices) can be defined for a specific dwelling/flat. These combinations of windows may
differ regarding the windows components as well as the windows configurations, sizes and orientations
depending on the flexibility of each particular design case. The final result of this stage is the energy use of
different combinations of windows integrated in the house. The calculation is made on a seasonal basis
(winter/summer) taking into account the gain and loss utilization factors for heating and cooling, respectively,
according to (CEN, 2007, prEN ISO 13790).

The basis Step 3 is the simple hourly method defined in (CEN, 2007, prEN ISO 13790). In this stage the indoor
temperature and the heating/cooling energy demand are calculated on an hourly basis for each critical room of
the dwelling. The main goal of this stage is to verify whether or not the windows solutions selected as having a
good energy performance also allow fulfilling the indoor comfort requirements defined in (CEN, 2007, EN
15251).

The Step 4 consists of an economic evaluation for the combinations of windows previously selected. In this
stage, it is possible to calculate the cost of conserved energy when using the selected windows solutions, in
comparison to a reference solution.

Based on the overview of the analyses made during the four steps, the user is, at this stage, able to select the
windows solutions with the optimal performance in the actual dwelling/flat.

Furthermore, the user is not obligated to follow the four steps. The user may only use Step 1 to have a very quick
idea of the energy performance of different individual windows with regard to configuration, size and
components. Or the user may use only Step 2 in order to perform a seasonal calculation knowing previously the
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U-value and g-value of the windows that he wants to use. Step 3 and Step 4 are independent from each other but
require Step 2 to be previously performed.

In Fig.1 a sketch with the overview of the method and calculation program is presented.

Step 3:

Indoor comfort and energy use of
the windows in critical rooms
(hourly calculation)

Step 1: Step 2:
Net energy gain of each —»| Energy use of the windows in the
individual window dwelling (seasonal calculation) Step 4:

Economical evaluation
(cost of conserved energy for the
windows lifetime)

FIG. 2 - Sketch with the overview of the method and calculation program.

2.2 Step 1: Net energy gain of windows

2.2.1 The method

In this first step, the goal is to express, in an easy and simple way, the energy performance of different individual
windows varying in configuration, dimension and components (glazing, frame, transoms, mullions and glazing
bars). The concept used for this purpose is the net energy gain defined in (Nielsen T. R. et. al., 2001).

According to (Nielsen T. R. et. al., 2001), the net energy gain of a window is the difference between the solar
gains and the heat losses that occur through that window during the heating season and it can be calculated for a
reference house located in Denmark according to the following equation:

Evef =1-g9,—D-U, =196.42- g, —90.36 - U, [kWh/m?] )

in which I = 194.42kWh/m? is the solar radiation calculated for the reference house during the heating season
and D = 90.36kKh is the degree hour number during the heating season in Denmark. Both | and D are
calculated using the Danish Reference Year (Jensen J.M. and Lund H., 1995)). g,, and U,, are, respectively, the
total solar energy transmittance and the thermal transmittance of the window.

The net energy gain for the reference house indicates the energy performance of a window for an averaged
orientation defined by the distribution of windows in the reference house (North 26%; South: 41% and
East/West: 33%).

g, and U, are calculated according to equations (2) and (3):

Ag-Ug+AsU p+Ap-UptAm -Un+Agp-Ugp+lg g g e ge+lgm Wgm+lggh:

u,, = 2gletArUytacUetdm UmtAgh gbAng‘/’gf gt WgetlgmPgmtlggnPggp [W /m2K] )
Aq

w =L -] €,
Aw

where 4,, is the area of the window (in m?), A, is the area of the glazing (in m?), Ay is the area of the
frame/sash (in m?), 4, is the area of the transoms (in m?), 4,,, is the area of mullions in (m?), Agp is the area of
glazing bars (inm?), [, is the perimeter of the glazing along the frame (in m), I, is the perimeter of the
glazing along the transoms (in m), L4, is the perimeter of the glazing along the mullions (in m), I, 4, is the
perimeter of the glazing along the glazing bars, U, is the thermal transmittance of the glazing (in W /m?K), U is
the thermal transmittance of the frame (in W /m?2K), U, is the thermal transmittance of the transoms (in W/
m?K), U, is the thermal transmittance of the mullions (in W /m?K), Ugp is the thermal transmittance of the
glazing bars (in W /m?K), 14 is the linear thermal transmittance due to the combined thermal effects of the
glazing, spacer and frame/sash (W /mK), ¥, is the linear thermal transmittance due to the combined thermal
effects of the glazing, spacer and transoms (W /mK), 4., is the linear thermal transmittance due to the combined
thermal effects of the glazing, spacer and mullions (W /mK), )4, is the linear thermal transmittance due to the
combined thermal effects of the glazing, spacer and glazing bars (W /mK) and g, is the total solar energy
transmittance. In Fig. 1 the different components of a window are presented.
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FIG. 2 - Sketch in which the different possible components of a window are represented.

2.2.2 The user interface of the program

In this first step, the user has the opportunity to set up different types of windows varying the configuration, size
and components. For each type of window (which consists of a combination of configuration, size and
components), the net energy gain for the reference house is calculated as described previously. The result is
presented in a table, similar to the one shown in FIG.2, which makes it easier to compare the energy
performance of different window types in an early design phase.

There are some default defined configurations that the user can pick in order to optimize the process of selecting
windows. On the other hand, if the desired configuration is not available the user may create it by inserting its
geometric characteristics. This option makes the procedure fast and flexible.

Regarding the windows components (glazing, frame/sash, transoms, mullions and glazing bars), there are pre-
defined lists of possible solutions from which the user can create his window. For each type of component the
possible solutions are organized in energy classes and a correlation is made between these classes and real
products available in the market. Furthermore, the user can add new components to the existing lists by inserting
their thermal properties.

Window 1 Window 2 Window 3 (...)

Window

configuration
and size
Window components
Glazing Frame/sash Mullion Glazing bar

Class 1 Class 1 Class 1 Class 1 Eref Eref Eref (..)
Class 1 Class 2 Class 2 Class 2 Eref Eref Eref (...)
Class 2 Class 1 Class 1 Class 1 Eref Eref Eref (...)
Class 2 Class 2 Class 2 Class 2 Eref Eref Eref (...)
(...) () (.-) (--.) ()

FIG. 2 - Sketch of the user interface in Step 1.

2.3 Step 2: Energy use due to windows - Seasonal Calculation

2.3.1 The method

Picking from the window types characterized during the previous step, in this stage the user is able to create
different combinations of windows that can be integrated in the dwelling. For each combination the energy
performance is calculated on a seasonal basis (heating and cooling seasons).

First, the energy use is calculated for each window, k, for the heating and cooling seasons. The difference from
the previous step is that this energy use is calculated for the window being part of the actual house and not for a
reference house. For the heating season, the energy use of each window k, is the difference between the heat
losses and the solar gains that occur through the window during the heating season, taking into account the
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dimensionless utilization factor of the solar gains (equation (4)). In the same way, for the cooling season, for
each window Kk, the energy use is the difference between the solar gains and the heat losses that occur through the
window during the cooling season, taking into account the dimensionless utilization factor of the heat losses
(equation (5)). The heat losses, solar gains and utilization factors are calculated according to CEN (2007, prEN
I1SO 13790).

Eysie = Uwi " Awk * Gus — Nus ‘fsh,k “Asok Isol,HS,kJ[kWh/mz] 4
Heat losses Solar Gains
Ecs i = Fsni * Asovi " Isovcsic, ™ Mes " Uwie " Awk * Ges [kWh/m?] (5)
Solar Gains Heat losses

where U, ;. is the thermal transmittance of the window k (in W /m?K), A, is the area of the window k (in m?),
Gpys 1s the number of degree-hours during the heating season in Denmark (in kKh) - calculated for a reference
indoor temperature of 20°C using the Danish Reference Year (Jensen J.M. and Lund H., 1995), G is the
number of degree-hours during the cooling season in Denmark (in kK. h) - calculated for a reference indoor
temperature of 26°C using the Danish Reference Year (Jensen J.M. and Lund H., 1995), Fg;, . is the shading
reduction factor, for the window k, due to external obstacles - calculated according to (CEN, 2007, prEN I1SO
13790), it takes into account the shadings from horizon, overhangs, fins and movable solar shading devices,
Agorr 1s the effective collecting area of the window k with a given orientation and tilt angle (in m?) - calculated
according to (CEN, 2007, prEN 1SO 13790), Is,; us « iS the mean energy of the solar irradiation over the heating
period per square metre of the window k, with a given orientation and tilt angle (in W /m?) - calculated using the
Danish Reference Year (Jensen J.M. and Lund H., 1995), Is,; cs « iS the mean energy of the solar irradiation over
the cooling period per square metre of the window k, with a given orientation and tilt angle (in W /m?) -
calculated using the Danish Reference Year (Jensen J.M. and Lund H., 1995), n is the dimensionless
utilization factor for the solar gains during the heating season - determined according to (CEN, 2007, prEN ISO
13790) and 7 is the dimensionless utilization factor for the heat losses during the cooling season - determined
according to (CEN, 2007, prEN ISO 13790).

In order to obtain the energy use of each window k integrated in the dwelling during the heating and cooling
seasons (equations (4) and (5)), some new information must be provided by the user in this step. In order to
calculate the solar gains, information is required regarding shadings from horizon, overhangs, fins and movable
solar shading devices, as well as the orientation and tilt angle of the windows. For the calculation of the
utilization factors for the solar gains and heat losses, information is required regarding the thermal performance
and thermal capacity of the construction, as well as the type of ventilation system.

The overall energy use of the windows of the dwelling, during the heating season, is given by equation (6). A
similar calculation is performed for the cooling season in equation (7).

E

Eys = Zk,ifEHs,,po%'k [kWh/m?] (6)
E

Ecs = Zk,ifEcs,poZ—sf'k [kWh/m?] )

where Ej;; is the overall energy use of the windows of the dwelling during the heating season (in kWh/m?), Es
is the overall energy use of the windows of the dwelling during the cooling season (in kWh/m?), Eyg is the
energy use of each window k during the heating season (in kWh), Es, is the energy use of each window k
during the cooling season (in kWh) and A is the heated floor area of the dwelling (in m?).

Summing Eys and Ecs, the overall energy use of the windows of the dwelling is obtained for a whole year.

2.3.2 The user interface of the program

In this step, the user can create different combinations of windows for the dwelling and compare their energy
performance on a seasonal basis (heating and cooling seasons). For each combination, the user must specify the
windows according to the room in which they are placed, their orientation, type, tilt angle and shadings (from
horizon, overhangs, fins or movable solar shading devices). The windows types can be selected from the ones
previously characterized in Step 1, or they can be inserted in terms of thermal transmittance, total solar energy
transmittance and area of the window.
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The user must also provide some general information about the dwelling, such as floor area, thermal capacity

Building Physics 2008 — 8th Nordic Symposium

and thermal transmittance of the construction, as well as type of ventilation system. As an alternative some
default values are available for typical buildings.

The definition of the rooms would not be required for the calculation procedure in this step. However, this

information is asked in order to facilitate the use of Step 3, in which the calculation is performed for each room.

If Step 3 is not desired, in Step 2, the windows may all be defined in one single room.

The result is the energy use of each combination of windows applied to the dwelling for the heating and cooling

seasons. The result for the whole year is also presented. In this way, the user can select from different
combinations of windows the ones with optimal energy performance.

A scheme of the user interface for this step is presented in FIG. 3.

Combination 1 Combination 2 Combination 3
Room 1 Room 1 Room 1
(orientations,windows types, | (orientations,windows types, | (orientations,windows types,
number of windows, tilt number of windows, tilt number of windows, tilt
angles, shadings from angles, shadings from angles, shadings from
horizon, overhangs, fins and | horizon, overhangs, fins and | horizon, overhangs, fins and
movable solar shading movable solar shading movable solar shading
devices) devices) devices)
Room 2 Room 2 Room 2
(--.) () () ()
Room 3 Room 3 Room 3 (...)
(--) () () ()
(-..) (...) (...) (...)
. heating season Eps,1 Epso Ens3 (...)
windows energy i z c . I,
ST cooling season s cs2 cs3
total Erot1 Etot,2 Etot3 (--)

FIG. 3 - Sketch of the user interface in Step 2.

2.4 Step 3: Indoor environment and energy use due to windows - Hourly calculation

2.4.1 The method

From the previous step, the user obtains the energy use of different combinations of windows applied to the
dwelling on a seasonal calculation basis. However, a low energy use obtained with a seasonal calculation does
not mean that the indoor climate level required by (CEN, 2007, EN 15251) is fulfilled for every hour of the year.
In this way, it is important to perform an hourly calculation to check if the combination of windows previously
selected, as having a low seasonal energy use, also guarantee a good level of indoor climate. To perform the
hourly calculation, the method used is the simple hourly method described in (CEN, 2007, prEN 1SO 13790).

Using this method, an hourly calculation may be performed for critical rooms of the dwelling in order to evaluate
the indoor climate. For each of the critical rooms, the air temperature, 6, is calculated for every hour and, if the
temperature obtained is not inside the range defined by the heating and cooling setpoints, the energy needed for
heating or cooling in order to set back the temperature inside the comfort range is calculated. The room annual
energy needs for heating and cooling are obtained by summing the energy needs for heating and cooling,
respectively, for every hour.

2.4.2 The user interface of the program

In this step, the user may select, from Step 2, the critical rooms for which he wants the hourly calculation to be
performed. For every hour, the air temperature, 6, and the energy needs for heating and cooling are calculated.
In this way, it is possible to ensure that the windows solutions previously selected, as having a good energy
performance, also provide a good level of indoor comfort.
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This step can be performed for different rooms and the different combinations of windows previously defined
may be compared. If the indoor comfort is not accomplished, the windows solutions may be improved including
the definition of better use of the solar shading devices.

If Step 3 is applied to all the rooms of the dwelling, the annual heating and cooling demands of the whole
dwelling may be determined, on an hourly basis, by summing the annual energy demand of each room.

2.5 Step 4: Cost of conserved energy due to windows

2.5.1 The method

After evaluating the energy performance of different combinations of windows and their influence on the indoor
environment, in this step, it is possible to perform a simple economic evaluation for the lifetime of windows.

For each combination of windows defined in Step 2, the cost of conserved energy, CCE, for the lifetime of the
windows, can be calculated according to equation (8):

—Ilrey 4
CCE= Eyep—E 1-(1+d)™"

[DKK /kWh] ®)

where (I — I,..¢) represents the investment cost, defined as the difference between the cost of the combination of
windows and the cost of a reference combination (in Danish kroner), (E;.; — E') represents the annual savings,
expressed as the difference between the energy use of the reference combination of windows and the energy use
of the actual combination, calculated on a seasonal basis (in kWh), n is the economic evaluation period taking
into account the lifetime of the windows (usually 30 years) and d is the net discount rate.

The investment cost only includes the initial cost of the windows. No costs for maintenance are included since
significant variations may occur depending on each particular situation. The costs are defined for the entire
windows.

The reference combination of windows may vary according to the purpose. If the purpose is to replace the
windows solution of the house, the reference should be the existing windows solution. If the purpose is the
design of a new house, then the reference solution may be the poorer solution available in the market that still
fulfils the building code requirements.

The lifetime of the windows is simply assumed to be 30 years, based on the individual lifetime of the glazing
units and frames, which are around 20 and 40 years, respectively.

Finally, the cost of conserved energy, in DKK/kWh, may be compared between different possible combinations
of windows and with the cost of the energy type used to provide heating and cooling. This should be the
procedure to ensure that the investment is profitable.

2.5.2 The user interface of the program

As stated before, in this step, the user is able to evaluate the economic performance of different combinations of
windows, previously defined in Step 2, in comparison to a reference combination. The economic evaluation is
made in terms of cost of conserved energy for the life time of the windows.

The user must specify the reference combination of windows that will be used, costs, lifetime and net discount
rate. However some values are suggested as default.

3. Conclusion

Based on the results of all the steps, an overall performance of different combinations of windows regarding
energy, indoor climate and economics is provided, for the user to select the optimal solution of windows for the
dwelling.

In this way, it is our hope that once the tool is completed, tested and validated, the full potential of optimizing
the energy performance of dwellings by optimizing the selection of windows can be used in an easy way.
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SUMMARY:

In the decision process of office building design, it is important to take the effect of solar shading devices into
account as they have a large influence on the indoor climate and energy consumption.

This paper describes a user-friendly method, based on the use of the programs WIS and BuildingCalc/LightCalc,
of how to evaluate the performance of different solar shading devices during an early design phase of a building.
The window systems combining glazing and shading devices are characterized in WIS giving the transmittance
and reflectance as functions of the solar profile angle. BuildingCalc/LightCalc allows defining a simple model of
the building in which the windows systems characterized in WIS may be integrated. Heating, cooling,
ventilation, lighting and solar shading may be dynamically controlled and the energy and daylight performances
of the building, as well as the indoor thermal climate, may be evaluated.

A case study of a landscaped office building in which different solar shading devices are tested for two different
cities (Copenhagen and Lisbon) is presented. Examples and suggestions of how to overcome the lack of
information available about thermal and optical properties of solar shading devices are included in the paper.

1. Introduction

Energy savings are essential for the general long term solution of the problems with use of energy from fossil
fuels. In buildings, to maintain a good indoor environment, energy is used for heating, cooling, ventilation and
electrical lighting. If correctly selected and used, solar shading devices may decrease the overheating and cooling
demand of buildings significantly without largely increasing the electrical lighting demand. As solar shading
devices influence the appearance of the building facade and they have a large impact on the energy demand, it is
important that they are included in the early design phase of buildings. In this way, methods to characterize the
properties of shading devices and simple calculation tools to determine the effect on indoor climate and energy
demand are required.

However, there is often neither sufficient optical data available nor calculation tools that can determine the
optimal use of solar shadings and their effect on indoor climate in a satisfactory way. Therefore, there was a need
for developing a new calculation program that can simulate the performance of solar shading devices, used in a
building, in a realistic way, taking the variation of the optical properties over the day and year into account.

In this paper a simple and user-friendly method of how to evaluate the energy and daylight performance of solar
shading devices in buildings in an early design phase is illustrated. The method is based on the use of two
simulation tools: WIS and the recently developed program, LightCalc, which is an extension of BuildingCalc. A
case study of a landscaped office building in which different solar shading devices are applied is presented and
two different locations are studied: Copenhagen and Lisbon. Also some suggestions of how to overcome the lack
of information characterizing the solar shading devices available on the market are included in the paper.
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2. Solar shading devices

There are many different types of solar shading devices available on the market. When designing a building,
besides the aesthetical component also the energy performance and indoor comfort including temperature and
daylight must be taken into account.

The solar shading devices should be as flexible as possible so they can adapt to the outdoor conditions.
According to their position on the window, they may be categorized in internal, interpane and external (Wall M.
and Billow-Hiibe H., 2001 and 2003). The external solar shading devices are the most efficient in reducing the
cooling loads. As they are placed outside they reflect the solar rays before they enter the room. Furthermore, the
heat they absorb is dissipated to the outside air by radiation and convection. The solar control glasses are not
included in the groups referred before but also constitute a type of solar shading device. They are integrated in
the window, replacing the panes.

Different types of internal, interpane and external roller blinds and venetian blinds were studied. Also external
glass lamellas devices and solar control glasses were investigated. Some of the results are presented in this paper.

3. Method to evaluate the performance of different solar shading devices:
WIS and BuildingCalc/LightCalc

To evaluate the performance of different solar shading devices two softwares were used: WIS (TNO, 2004) and
BuildingCalc/LightCalc (BYG.DTU, 2007).

Traditionally, the performance of solar shading devices has been described by a simple fixed shading factor
defined as the fraction of transmitted solar energy through a standard glazing including the shading device
compared to the transmitted solar energy through a standard glazing alone. This measure can be useful for
comparison of different solar shading devices, but it is not sufficient when evaluating their performance in a
specific building, since the performance depends on the actual glazing and on the position of the sun.

In order to take the varying performance of solar shading devices into consideration, the optical properties,
transmittance and reflectance of the window system, consisting of the solar shading device and the actual
glazing, must be given for specific positions of the sun. This can be done in the program WIS (TNO, 2004), in
which is possible to calculate the thermal and optical properties of window systems combining solar shading
devices with glazings available on the market. The properties of the window systems are calculated as a function
of the solar profile angle which is defined as the incidence angle projected into the vertical plane normal to the
window.

In most existing building simulation tools, the dynamic impact of solar shading devices on indoor climate and
the energy demand are not taken into account in a satisfactory way. Therefore, with the purpose of increasing the
accuracy of simulations, the calculation tool LightCalc was developed and integrated in the existing program
BuildingCalc. With BuildingCalc/LightCalc, it is possible to evaluate the energy and daylight performance of
buildings in which the window systems defined in WIS are applied. BuildingCalc/LightCalc simulates the
performance of solar shading devices used in a building in a realistic way taking the variation of the optical
properties over the day and year into account. It is possible to set different systems: heating, cooling, ventilation,
venting and variable solar shading. The systems are controlled by different settings which can be specified for
different periods.

The solar shading devices may be automatically controlled according to the indoor temperature. If at the same
time the indoor daylight is not enough to accomplish the standard requirements, electrical lighting is switched on
and its energy demand is calculated. BuildingCalc/LightCalc is described in detail in (Hviid C. A. et. al., 2008).

4. Case study - Landscaped office building

The test room is a storey of a landscaped office building located first in Copenhagen (North Europe) and then in
Lisbon (South Europe).

The inner dimensions of the room are 20m width, 10m depth and 3.3m height (Fig. I).
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FIG. I - Model of the landscaped office building used in the calculations in BuildingCalc/LightCalc.

The window area is 44.7m” and it is facing south. The reference glazing is a triple pane with a U-value of
0.68W/m’K, g-value of 0.49 and visual transmittance of 0.68. The frame profiles have a U-value of 0.73W/m’K.
The overall UA-value of the building envelope is 15.46W/K for Copenhagen (this value takes into account the
sum of transmission losses through the elements facing outside excluding the window). For the building in
Lisbon less restrictive thermal solutions were selected because of the warmer climate and the UA-value is
61.85W/K. The heat capacity of the building was assumed to be middle light and also the heat capacity of the
furniture was taken into account.

The systems in the building were defined by specifying the settings for heating, cooling, ventilation, lighting and
solar shading for different periods (winter / summer / working hours / non-working hours). Two different
scenarios were studied: no mechanical cooling available (when there is need for cooling, the cooling systems are
activated in the following order: shading and venting); mechanical cooling available (when the previous
solutions are not sufficient to set the required level of indoor comfort, the mechanical cooling is activated). The
first scenario is the more environmental friendly, however, in most cases this solution is not enough to achieve
the indoor comfort level required, especially regarding South European countries like Portugal.

The office is equipped with district heating and cooling. There is a heat exchanger (with an efficiency of 0.85)
incorporated with the heating system. The heating system and the mechanical cooling (when available) are only
active during working hours. The heating setpoint is 20°C while the cooling setpoint is 22°C (in this way the
cooling process will start before the indoor temperature reaches 26°C which is a measure of discomfort (CEN,
2007, EN 15251).

Only during working hours mechanical ventilation is active with a constant air change rate of 0.9h™ (minimum
required in (CEN, 2007, EN 15251)). Venting is set only during non-working hours (in Lisbon during all the
year and in Copenhagen only outside the coldest months).

The internal loads due to people and equipment were also taken into account (2250W considering 15 working
places).

The artificial lighting level is automatically controlled during the working hours in order to keep a general indoor
lighting level of 200lux and a level of 500lux at working areas.

5. Energy Performance and indoor comfort evaluation

5.1 Requirements and expected results

To be in accordance with the (Danish building regulations, 2005) the office room should have a total energy
demand for heating, cooling, and lighting lower than 78kW/m”. However, a much lower energy demand should
be expected due the nowadays need to save energy. (The hot water and the ventilation (assumed to be constant
during the working hours) are excluded from this calculation since they are not influenced by the shading
devices).

In Portugal, as a complement to the requirement for total energy demand for heating, cooling and lighting
(estimated as 104kWh/m2, according to the Portuguese building code (RCCTE, 2006), there are also limits for
the different types of energy needed in a building: for this office room, the limit for heating is 52kWh/m?, while
for cooling it is 32kWh/m”.
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Regarding indoor comfort, it was assumed that the landscaped office building should fulfil category II of the
indoor environment standard (CEN, 2007, EN 15251): this means less than 108 working hours per year above
26° and a PPD index (predicted percentage of dissatisfied) lower than 10%.

5.2 Results and discussion

In Table. 1 and Table. 2, the performance of the office building is presented for the different solutions of solar
shading devices in combination with the reference glazing for both locations: Copenhagen and Lisbon. The
results painted as grey are the ones that do not fulfil the standards (For the solar control glazing, the outer pane
of the reference glazing is replaced by a solar control glass).

Table 1 and Table 2 are organized in three distinct groups of columns:

01 System properties - where the performance of the different solar shading devices in combination with
the reference glazing is presented (U-value: thermal transmittance, g-value: total solar energy
transmittance and Ty: visual transmittance of the reference glazing. These values were obtained in WIS
and refer to the solar shading devices completely activated: venetian blinds slats and glass lamellas
tilted 90 degrees from the horizontal position and roller blinds pulled down).

01 Without mechanical cooling - the values presented in these columns were calculated in
BuildingCalc/LightCalc. They represent the performance of the landscaped office room (previously
described) when different solutions for solar shading devices are applied on its facade. No mechanical
cooling was set. The performance of the office room with the different solar shading devices is
presented in terms of energy demand for heating and total energy demand, hours of overheating and
PPD index. To calculate the total energy demand, the demand is multiplied by the factor 2.5 because it
is provided by electricity. The same does not happen with the cooling demand since it is assumed to be
provided by district heating (Danish building regulations, 2005).

01 With mechanical cooling - these columns also refer to the performance of the office building with the
different solutions for the solar shading devices. In this case mechanical cooling was applied to
eliminate completely the hours of overheating (as 22°C is the setpoint defined for cooling, no hours
above this temperature will be registered).

The results for the reference glazing for the office room in Copenhagen show that the total number of working
hours with overheating is 260 per year which is higher than the requirement, 108. However, using mechanical
cooling (air-conditioning system), the indoor comfort may be achieved with a total energy demand of
31kWh/m’.year. With most types of solar shading devices the indoor comfort may be achieved even without the
use of mechanical cooling. However, if better indoor comfort level is desired, mechanical cooling may be used
and the total energy demand may be reduced by 50% (for the case of the external venetian blind) when compared
to the reference glazing.

For Lisbon the scenario is different. For the reference glazing, the total number of working hours with
overheating is 1009 per year, which is extremely high. On the other hand, when using mechanical cooling, the
cooling demand is 61kWh/m? year which is twice the requirement, 32kWh/m” year. In this way, this solution is
not possible for Lisbon. Results for the different solutions of solar shading devices show that most of them are
not able to allow the required indoor comfort without the use of mechanical cooling. And even with mechanical
cooling some of them are not viable solutions since the cooling demand is higher than the limit (32kWh/m®
year). With the use of mechanical cooling the optimal analyzed solution regarding energy consumption is the
external venetian blind, which reduces in more than 50% the total energy demand of the office room, when
compared to the reference glazing.

6. Some tips on how to overcome the lack of data available for solar
shading devices
As it was stated before there is a lack of information about the properties of the solar shading devices available

on the market. Often the shadings properties that are required in WIS, to characterize a shading device are not

given by the manufacturers. For instance, some of the WIS inputs are the thermal conductivity (A), outdoor and
indoor
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IR emissivities (IR€,,; and IRg;,4) and IR transmissivity (IR transm.) of the material that composes the shading
device and usually manufacturers do not have this information available. Regarding optical properties, the preferred
input for WIS is spectral data but most manufacturers only give simplified information such as the solar
transmittance (Ts), solar reflectance (ps), light transmittance (ty) and light reflectance (py). These values are also
accepted in WIS, though they represent integrated data and include direct and diffuse components (which should be

set separately in WIS).

In Table. 3 some tips are suggested on how to input new solar shadings systems in WIS when the complete technical
information is not available (the tips are organized according to the different WIS input fields: geometry, thermal

properties and optical properties).

TABLE. 3 - Tips on how to use simplified data from manufacturers.

WIS input field

Properties to be defined

Tips

Geometry

Roller blinds (thickness)

Slat shading device (thickness, slat chord
width, crown height, slat pitch)

The shading system geometry must be given by
the manufacturer.

Thermal properties

Material conductivity

Roller blinds (assume 0.2W/mK for ordinary
fabrics)

Venetian blinds (assume 150W/mK for
aluminium slats)

Material IR emissivity (outdoor/indoor)

Assume 0.5 for metallic surfaces and 0.8 for
non-metallic surfaces*.

Material IR transmissivity

Assume that it is zero.

Optical properties

Roller blinds

Integrated data (solar, visual and UV) for
outdoor and indoor transmittance and
reflectance for different angles of incidence -
the values must be separated into direct and
diffuse components

Roller Blinds

Assume that the optical properties are equal for
the different angles of incidence. However,
assume that for 90° or -90° angles of incidence
there is only reflectance and no transmittance.
Assume that all of the transmittance is direct
and that all of the reflectance is diffuse
(Assuming that the transmittance is direct is valid
for the normal angle of incidence. For different
angles of incidence the shape of holes has an
influence on the direct and diffuse components of
the transmittance through the fabrics. Through
thick and long holes (tunnel shape) the diffuse
component is higher while through wide and short
holes the direct component is higher. More studies
should be done regarding this subject).

Assume that the optical properties are equal for
the outside and inside surfaces.

If no information about the UV transmittance
(tuv) and UV reflectance (pyv) is given by the
manufacturer assume that they are equal to the
solar transmittance (Ts) and solar reflectance

(Ps)*.

Venetian blinds

Integrated data (solar, visual and UV) for
transmittance and for outdoor and indoor
reflectance for normal angle of incidence - the
values must be separated into direct and diffuse
components

Venetian Blinds

Assume that all of the transmittance is direct
and that all of the reflectance is diffuse. (see
comments above for the same assumption for
the roller blinds).

Assume that the optical properties are equal for
the outside and inside surfaces.

If no information about the UV transmittance
(tuv) and UV reflectance (pyv) is given by the
manufacturer assume that they are equal to the
solar transmittance (Ts) and solar reflectance

(ps)*.

* These suggestions are in accordance with typical solar shading devices available in the WIS database (TNO (2004)).
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Simulations for some solar shading devices studied before were performed but using the data usually given by the
manufacturers and doing the assumptions proposed. (For the simulations, the solar shading devices were integrated
in the landscaped office building in Copenhagen)

The purpose was to compare the results between the use of complete and simplified data and analyze the influence of
the proposed simplifications and assumptions on the final performance of the office room. The goal was also to
demonstrate whether or not results closer to reality can be obtained when using simplified data.

For a better understanding of the different results when using simplified and complete data, the complete data (from
WIS) and simplified data (from manufacturer and assumptions) for the analyzed solar shading devices are presented
in Table. 4. The spectral optical properties are not presented but they can be consulted in the WIS database (TNO,
2004).

In Table. 5, the results of the performance of the landscaped office room in Copenhagen obtained when using
complete and simplified data are presented. When simplified data is used the name of the solar shading system is
preceded by the word “SIMPLIFIED”. The similarity obtained between results for complete and simplified data
shows that the used simplified data is valid. However, only few cases were studied and more research should be done
in this field.

7. Conclusions

The combination of WIS and BuildingCalc/LightCalc is a very promising tool when evaluating and comparing the
performance of buildings with different types of solar shading devices in an early design phase. From the simple
model of the room and the thermal/optical properties of shadings devices, it is possible to calculate on an hourly
basis the yearly energy demand for heating and cooling as well as some indoor comfort parameters. The program
takes the dynamic influence of solar shading devices on the energy demand and indoor climate into account, which
makes the performance evaluation of the shading device much more realistic when compared to the use of fixed
values.

Nowadays there is still a lack of data about the thermal and optical properties of the solar shading devices. Some
particular cases studied show that the use of simplified data gives raise to results close to the ones obtained with the
complete data. However, only few cases were studied and more research should be done in this field.

8. References

BYG.DTU (2007). BuildingCalc/LightCalc, Building simulation tool, Computer program, Department of Civil
Engineering, Technical University of Denmark.

CEN (2007, EN 15251). EN 15251, Indoor environment input for design and assessment of energy performance of
buildings addressing indoor air quality, thermal environment, lighting and acoustics.

Danish building regulations (2005). Danish Ministry for Housing and Urban Affairs.

Hviid C. A., Nielsen T. R. and Svendsen S. (2008). Simple tool to evaluate the impact of daylight on building energy
consumption, Submitted to Nordic Symposium on Building Physics 2008, Copenhagen, Denmark.

RCCTE (2006). RCCTE - Regulation for the Thermal Performance Characteristics of Buildings, Collection
Regulamentos, Vol. 1, Porto Editora, Porto, Portugal (only Portuguese version available).

TNO (2004). Advanced Window Information System, WIS - Window simulation program, TNO Building and
Construction Research, Delft, The Netherlands.

Wall M. and Biilow-Hiibe H. (2001). Solar Protection in Buildings, Lund University, Sweden.
Wall M. and Biilow-Hiibe H. (2003). Solar Protection in Buildings - Part2:2000-2002, Lund University, Sweden.

110



Session M3A — Energy Performance of Windows Building Physics 2008 - 8th Nordic Symposium

Solar Shading System Based on Daylight Directing Glass Lamellas

Jacob B. Laustsen, Assistant Research Professor,
Department of Civil Engineering, Technical University of Denmark;
Jjbl@byg.dtu.dk

Inés D. P. Santos, Assistant Research Professor,
Department of Civil Engineering, Technical University of Denmark;
isa@byg.dtu.dk

Svend Svendsen, Professor,
Department of Civil Engineering, Technical University of Denmark;
ss@byg.dtu.dk

Steen Traberg-Borup, Senior Researcher,
Danish Building Research Institute;
stb@sbi.dk

Kjeld Johnsen, Senior Researcher,
Danish Building Research Institute;
kjj@sbi.dk

KEYWORDS: Solar shading, daylight, glass facades, cooling, daylight factor, energy consumption, overheating.

SUMMARY:

The overheating problems in office buildings must be solved with efficient solar shadings in order to reduce the
energy demand for cooling and ventilation. At the same time the solar shading should not reduce the daylight
level in the building on overcast days because it would result in a lower visual comfort level and increased en-
ergy consumption for lighting.

The paper describes a new type of solar shading system based on dynamic lamellas made of solar control glass
with high reflectance coating which reduces the solar gain on sunny days and at the same time is able to redirect
some of the daylight further into the back of the room where it is needed on overcast days. Measurements of the
daylight performance were carried out on a full scale model of the solar shading system in SBi’s Daylight Labo-
ratory. The results show that the shading system under overcast conditions reduces the daylight factor close to
the facade while it is unchanged or even higher in the back of the room. Under sunny sky conditions the daylight
level is reduced in the office. Compared to traditional solar shading systems with less transparent or opaque
lamellas the proposed solar shading system yields a higher daylight factor improving the distribution and ex-
ploitation of daylight in the office and furthermore it gives a less obstructed view out. Calculations show that the
new system reduces the energy demand for cooling and ventilation when it is used as a traditional solar shading
device and furthermore the energy demand for lighting is reduced when the glass lamellas are rotated for redi-
recting the daylight further into the room.

1. Introduction

The increasing need for energy savings and good daylight conditions in buildings brings about large challenges
when designing facades for future buildings since the facade has significant impact on the energy consumption
and the utilization of daylight.

A large part of the energy consumption in buildings with glass facades is used for cooling and ventilation to
avoid overheating which occurs as a result of the solar gains through the fagade. The most efficient way to re-
duce the cooling demand is by using efficient solar shading devices. The energy demand for electrical lighting
represents another large part of the total energy consumption in typical commercial buildings. This can be re-
duced by optimizing the utilization of the daylight which is also needed in order comply with the requirements of

111



Session M3A — Energy Performance of Windows Building Physics 2008 - 8th Nordic Symposium

a daylight factor of 2 % on the working place. In buildings with large room depth compared to the window area,
the daylight level is normally sufficient or even too high close to the fagade but in the back of the room there is
often not enough daylight to fulfil the requirements for a satisfactory visual indoor climate.

In many office buildings with glass facades, the solar shading used consists of horizontal fixed lamellas made of
opaque materials. These shading systems can reduce the solar gains efficiently but they deteriorate the view out
and reduce the daylight level in the building. Thus, there is a need for developing combined systems of flexible
solar shading and light directing devices that in addition to reducing the solar gain will ensure a more gradual
distribution of the daylight in buildings which will improve the visual indoor climate.

This paper describes a solar shading system based on dynamic glass lamellas with high reflectance. Besides
acting as typical solar shading systems reducing the solar gains and consequently the cooling demand, they may
at the same time allow better indoor daylight levels than the common shading systems thanks to the transparent
properties of glass. During overcast days if they are correctly tilted they may slightly increase the indoor daylight
by redirecting the light form the sky up into the ceiling and further into the back of the room.

2. Description of the system

In order to meet the combined needs for reducing the energy demand for cooling by controlling the solar gain
and also obtain a better distribution of the daylight in buildings a new solar shading system was developed and a
full scale prototype built up.

The solar shading system consists of horizontal glass lamellas with high reflec- —

tive coating. The lamellas are 50 cm wide and the distance between the lamellas
is 50 cm. The large dimensions are chosen to optimize the view out. The lamel- n
las are supported by metal profiles. The lamellas can be rotated in different Y :

positions depending on the weather and the requirements for solar shading and
improved daylight conditions. On sunny days when the solar gain must be re-
duced the lamellas are rotated into vertical position acting as an extra layer of

solar control glass that reduces the solar energy gain but still allows a good Glass

view out. The design of the glass lamella system fitted on a typical glass facade lamellas

is shown in FIG. I and FIG. 2 L |/
Preliminary daylight simulations performed in IESve/Radiance (/ESve(2003))

show that the maximum effect of redirecting the daylight on overcast days is f(:(':zz
obtained with a slat angle of 30° with the reflective surface upwards. In this i

position the light from the sky is reflected into the room, up in the ceiling and

further back in the room where the light is most needed (Skotte, T. (2007)). See I/

FIG. 3. The glass lamellas are positioned 40 — 70 cm from the facade to pro- b
vide space for maintenance and window cleaning.

%/ 2 |
Glass facade
ﬁ

Glass lamella

i | ﬁ”
! 4

FIG. 2 Vertical cross sec-

tion of the shading system
FIG. 1: Horizontal cross section of the shading system.

112



Session M3A — Energy Performance of Windows Building Physics 2008 - 8th Nordic Symposium

FIG. 3: Principle of the light directing lamellas.

The properties of the solar control glass lamellas are shown in Fejl! Et bogmcerke kan ikke henvise til sig selv..

TABLE. I: Properties of the glass lamellas.

thickness Solar energy Light transmit- Solar energy Light reflec-
transmitance tance reflectance tance
8 mm 0.63 0.65 0.25 0.31

3. Measurements

3.1 Description test facilities

Daylight measurements on the glass lamella system were performed in SBi’s Daylight Laboratory situated in
Hgrsholm (latitude 55.86°N, degree of longitude 12.49°@). The daylight lab has two experimental rooms posi-
tioned approximately 13 meters above terrain with the facade facing 7.5 degree east of south.

[

& -

FIG. 4. The Daylight Laboratory at SBi

The interior dimensions of the two experimental rooms are 3.5m wide X 6.0m deep X 3.0m high. The two rooms
which are identical are named the test room and the reference room. The space in front of the experimental
rooms is a field of grass which is essentially empty from obstructions, apart from the distant row of trees towards
south and the group of trees towards the south-west direction.
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Both rooms have a glass facade divided in 9 sections. During the measurement some of the sections were
blocked so the effective window size was reduced to the middle and upper section corresponding to the size of
the glass lamellas. The glass lamellas were mounted outside the facade of the test room, see FIG. 6. The length
of the lamellas was 2.95 m. The glazings in the facade of the experimental rooms are sealed low-e double glaz-
ing units with low emittance coating and argon filling and U-value of 1.1 1 W/m’K, g-value of 0.56 and a light
transmittance of 0.72. The two rooms are designed like traditional cell office rooms but furnished with only two
tables. The reflectances of the inner surfaces in the rooms are given in TABLE. 2.

TABLE. 2. Reflectance of the inner surfaces in the experimental rooms in the daylight lab.

Surface Reflectance
Walls 62%

Ceiling 88%
Floor 11%
Tables 80%

The illuminance values were measured in the experimental rooms with lux meters located in different points of
the working plane 0.85 m above the floor and in the ceiling as shown in FIG. 5

—T300m
+085m
0,00m
000m 060m 1‘2.0m 1.8;)m 300m 42;)m 5.46m 600m
FIG. 5: Cross section of the test room/reference room FIG. 6: Picture of the glass lamella system mounted
with location of the measuring points on the test room fagade.

The measurements were performed for four different cases which correspond to different sky conditions and
different positions of the glass lamellas as shown in FIG. 7. Case one and two are measured during overcast sky
and case three and four are on sunny days with clear sky and direct sun on the facade. For each case measure-
ments of the Test room and Reference room were performed simultaneously so the influence of the lamellas
could be assessed.

Casel Case2 Case3 Clear sky CasedClear sky
overcast overcast
~ - — ~
~ ~ T =~
—_— Test ~ Test est Test
— room ~ room room I room
-_ ~

FIG. 7: Sky conditions and position of the glass lamellas in the four cases.

4. Results of daylight measurements

The results of the measurements are presented in the following for cases 1 to 4. Case 1 and 2 are evaluated on
basis of the daylight factor which describes the ratio of outside horizontal illuminance under an overcast sky and
inside illuminance measured in a specific point. For case 3 and 4 the measurements were performed under sunny
sky and therefore the measured illuminances are evaluated directly.
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4.1 Case 1, overcast sky

The results of the measurements in case 1 are shown in FIG. 8. It appears that the daylight factor is reduced in
the test room with the lamellas compared to the reference room. The reduction is largest close to the facade
where the daylight level anyway is abundant and it decreases with the room depth. In the rear most point in the
room (5.5m from the facade) where the need for light is highest the daylight factor is equal for both rooms. Thus,
the tilted position of the uppermost two lamellas and the horizontal position of the rest of the lamellas result in a
small reduction of the total amount of daylight but an improved distribution of the daylight in the room.

The measurements for the ceiling show that the daylight factor increases significant near the facade indicating
that the lamellas reflect the daylight up into the ceiling, but the difference decreases gradually in through the
room. In the rear most point in the room the daylight factor is highest in the test room (0.9) compared to the
reference room (0.8).

Daylight factor at workplane, SBi. Daylight factor at ceiling, SBi.
Overcast factor 0,38 >= f <=0,42. 300 measurements Overcast factor 0,38 >= f <=0,42. 300 measurements

20,0 8,0
g 18,0 ‘\ 70
§ Z60
S 14,0 < \
X £ 50
g 12,0 x £
i 100 \ —4&— Ref-room .‘_.; 40 AL \ —a&— Ref-room
° 3 )
5 ‘\ —a— Test-room 5 \ —m=—Test-room
5 80 B 30
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= 60 -\\\ = \A\
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0 1 2 3 4 5 6 0 1 2 3 4 5 6
Distance from window, [m] Distance from window, [m]

FIG. 8: Case 1. Measured daylight factors for overcast sky. Left : Working plane. Right: Ceiling

4.2 Case 2, overcast sky

The tilted position of all the lamellas in case 2 influences the daylight conditions in the same way as in case 1 as
shown in FIG. 9 but the tendency is less significant. Again the reduction of the daylight factor on the working
plane is largest close to the facade and it declines rearwards in the room. This shows that rotating all the glass
lamellas 30 degrees towards the facade slightly reduces the daylight factor close to the facade but in the back of
the room it is unchanged or actually increased a bit. Hence, the glass lamellas redirect the daylight for the sky
resulting in improved daylight distribution and exploitation. The measurements for the ceiling show again that
the daylight factor increases significantly near the facade and it is almost unchanged in the back of the room.

Daylight factor at workplane, SBi.

Daylight factor at ceiling, SBi.
Overcast factor 0,38 >= f <=0,42. 300 measurements

Overcast factor 0,38 >= f <=0,42. 300 measurements
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FIG. 9. Case 2. Measured daylight factors for overcast sky. Left: Working plane. Right: Ceiling
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4.3 Case 3, Clear sky

In case 3 all the lamellas are in vertical position and because the width of the lamellas and the distance between
them are the same they cover the whole facade like an extra layer of solar control glass. The measurements in

Building Physics 2008 - 8th Nordic Symposium

this case show that the glass lamellas decrease the illuminance levels throughout the room. See

FIG. 10

Sbi, Clear sky with full sun. At 13:07 may 03 2007
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Sbi, Clear sky with full sun. At 16:07 may 03 2007
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FIG. 10: Case 3. Illuminaces measured on working plane at noon and afternoon.

The reduction is largest close to the window and it decreases gradually with the distance to the window. This
position will be used on sunny days when there is a need for solar shading in the traditional way.

4.4 Case 4, clear sky

In case 4 the two upper most lamellas are rotated in light redirecting position and the rest are vertical. The meas-
urements show that the effect of the lamellas in this case depends on the time of day. In the morning the daylight
factor is slightly reduced throughout the room but in the afternoon it is only reduced close to the facade. In
longer distance from fagade the daylight factor is a bit higher in the test room with the lamellas than in the in
reference room because of the two rotated lamellas reflecting some extra light into to room.

Sbi, Clear sky with full sun. At 10:04 may 18 2007

Sbi, Clear sky with full sun. At 16:04 may 18 2007
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FIG. 11 Case 3. llluminances measured on working plane at noon and afternoon.

In general the measurements show that the glass lamella system has the expected daylight performance. Com-
pared with the reference room without glass lamellas the daylight factor is under overcast sky reduced close to
the facade where the daylight level already is more than sufficient and the reduction is gradually reduced towards
the back of the room where the daylight factor is unchanged or even higher with the lamellas. Consequently the
light directing glass lamellas provide a better distribution of the daylight in the room resulting in improved visual
indoor climate and reduced energy demand for electric lighting compared with traditional non transparent la-
mella systems. Under sunshine conditions the illuminance level is reduced in the entire room which indicates
that the solar gain also will be reduced resulting in energy saving for cooling and ventilation.

4.5 Glare and the effect on the view out

During the measurement period some inconvenient visual effects of the glass lamellas were observed. The high
reflectance of the lamellas can cause glare problems when they are rotated upwards in the light directing posi-
tion. This problem is most significant in direct sun but also in overcast weather the reflected sky luminance can
cause vision discomfort. The reflections in the lamellas furthermore reduce the transparency of the lamellas
resulting in an obstructed view out as illustrated on
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FIG. 12. Therese problems are mainly connected to the lamellas positioned below eye level i.e. 1.8 m above the
floor. Therefore the light directing glass lamellas should in some cases only be used in the uppermost part of the
facade to avoid glare and obstructed view out. A comprehensive subjective visual evaluation involving the users
is needed in the further work of optimizing the design.

FIG. 12: Reflections in the glass lamellas which can reduce the view out.
S. Calculations

5.1 Energy performance, BuildingCalc

In order to evaluate the impact of the solar shading device on the energy consumption in a building, integrated
thermal and lighting simulations were carried out using BuildingCalc/LightCalc (DTU, 2005). The calculations
were made on a simple model of a traditional cell office with the dimensions Sm wide X 6.0m deep X 3.0m high
with mechanical ventilation and cooling.

The thermal and optical properties of the transparent system consisting of the glazing in the facade in combina-
tion with the glass lamellas were determined in WIS (Van Dijk, D., Goulding, J. (1996)). In WIS all the radiation
reflected by the shading device is treated as diffuse radiation which is a simplification of reality but it was as-
sessed that the results are reliable. For the same reason WIS cannot handle light redirecting devices correctly
which has an impact on the lighting demand. This was compensated for by entering assessed values in LightCalc
for the fraction of transmitted light that is redirected (Hviid C. A. et al. (2008)).

The results are given in TABLE. 3

TABLE. 3. Calculated energy consumption for cooling, lighting, mechanical ventilation and heating in an office
building for different solar shading devices.

kWh/m’ year Total Cooling Lighting Ventilation Heating
No shading 76 23 23 26 4
Fixed dark opaque lamellas 72 3 41 21 7
Fixed white opaque lamellas 64 4 31 22 7
Dynamic reflective solar control glass lamellas 60 9 24 23 4

The calculations show that traditional fixed non-transparent lamellas reduce the solar gain more efficiently re-
sulting in a lower cooling and ventilation demand than the proposed light directing glass lamellas. On the other
hand the glass lamellas reduce the energy demand for lighting resulting in a lower total energy demand. These
calculations are only preliminary and must be followed up by more detailed calculations and measurements of
the effect of the glass lamella system on the energy demand in a building. Anyway the results indicate that fur-
ther investigations on the impact of the optical properties of the glass lamellas are needed in order to select a
glass type with reflectance and transmittance which will improve the solar shading properties without reducing
the daylight properties.
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6. Conclusion

A new solar shading system based on flexible glass lamellas with reflective solar control coating was developed
and a prototype built up. Daylight measurements in the daylight laboratory at SBi on overcast days showed that
the shading device improves the daylight distribution in the building when the glass lamellas are rotated 30°
outwards with the reflective surface upwards. The daylight factor is decreased close to the facade and thanks to
the daylight redirecting properties of the glass lamellas the daylight factor is unchanged or even higher in the
back of the room where daylight is most wanted. Compared to traditional non retractable opaque slat shading
devices the new glass lamella system yields a better utilisation of the daylight.

On sunny days, with the lamellas rotated into vertical position, the measurements showed that the illuminance
level is reduced throughout the room indicating that also the solar gain is reduced. The impact of the shading
system on energy consumption and indoor visual and thermal climate was evaluated in preliminary calculations
showing energy savings for both cooling and lighting. Thus, the presented solar shading system is able to reduce
the energy demand for cooling and ventilation by controlling the solar gains and still maintaining good daylight
conditions and a satisfactory view out. However it is important to take into account the possible glare problems
caused by the high reflectance of the glass lamellas. When they are tilted outwards for light redirection the re-
flections from the sky or sun can be severe resulting in visual discomfort for the users. In some cases the glass
lamellas should only be used above 1.8 m from floor level to avoid glare and ensure unobstructed view out.
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SUMMARY:

This paper presents a simple building simulation tool for integrated daylight and thermal analysis. The tool is
capable of importing the thermal and visual properties for different glazings and shading positions from the
Window Information System (WIS) program. Radiosity methodology is used to derive the daylight levels for
different sky conditions on an hourly basis. The daylight levels are fed into an existing simple thermal simulation
program capable of calculating energy demand and the indoor environment. Straightforward control systems for
general and task lighting systems have been implemented together with a shading control strategy that adjusts
the shading according to the indoor operative temperature and the profile angle of the sun. The implemented
daylight calculation method allows for shades from the window recess and overhang. Comparisons with the ray-
tracing program Radiance show that the accuracy of this approach is adequate for predicting the energy impli-
cations of photoresponsive lighting control.

1. Introduction

For integrated daylight and thermal simulations several approaches and programs have been developed. One
approach which is implemented in the program Adeline (Fraunhofer-Institut fiir Bauphysik 2006) generates an
annual output file for lighting which may be used as an internal load file in a thermal simulation program. How-
ever, this method lacks interactivity between daylight, lighting, solar shading and the thermal performance of the
building. Another approach is to use Radiance (Ward, G.L. and Shakespeare, R.A. 1998) in combination with a
thermal simulation program. This approach has been implemented in ESP-r (Clarke, J. and Janak, M. 1998).
Generally lighting simulation packages involve a lengthy learning effort, which restricts their use to expert de-
signers, and they are computationally costly for general architectural and engineering purposes, especially during
the initial design stage. In order to reduce the computational burden the daylight coefficient method has been
suggested as a third approach (Tregenza,P.R. and Waters, .M. 1983; Reinhart, C.F. and Herkel, S. 2000).

The tool described in this article encompasses an integrated thermal and lighting simulation approach for evalu-
ating the impact of daylight and dynamic shading device design on energy demand. The amount of input is small
yet it provides detailed hourly output of the daylight level, the electrical energy consumption for lighting, heating
load, cooling load and indoor operative temperature. An existing simplified thermal simulation tool BuildingCalc
(Nielsen, T.R. 2005) and a daylight simulation tool LightCalc (Nielsen, T. 2005) formed the starting point for the
work.

2. Calculation procedures

There are several different methods and tools for determining daylight distribution in rooms. Methods vary from
simple factor calculations through radiosity methods to complex computer algorithms, such as ray-tracing. In
this tool, the radiosity method is employed for internal daylight reflections, while the incident initial light is
calculated using a ray-tracing approach. This gives a reasonable balance between accuracy and calculation time.
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2.1 External light distribution

External daylight may be divided into direct light from the solar disc, diffuse light due to the scattering proper-
ties of the atmosphere, and diffuse light reflected from the ground and surroundings. The diffuse light is mod-
elled using the approach in Robinson and Stone (2006) and summarized here. An upper sky dome for atmos-
pheric light and a lower (inverted) sky dome for ground reflections (one above and one below the horizontal
plane) are used to model diffuse light. Each sky vault is divided into 145 patches using a discretization scheme
proposed by Tregenza (1987). Each patch subtends a similar solid angle @ (Sr), which enables every patch to be
treated as a point source with insignificant error. The sky vault is divided into seven azimuthal bands of equal
angular height (sin ; yax -SiN i min), in Which the azimuthal range Aa increases towards zenith (12°, 12°, 15°, 15°,
20°, 30°, 60°).

®, = Acx,(sin Yimax — S0 ¥ min ) v

Let L denote the luminance (Lm m™ Sr’') of the i’th patch, ¢ the mean angle of incidence (rad), and ¢ (0<0<1)
the visible proportion of the patch, then the illuminance Ey, on an external plane due to diffuse light from the
sky vault is expressed as:

145

Ey, = z (Lo cosé), )

i=1

Let E, denote the direct normal illuminance and ¢ the incidence angle (solar zenith angle), then the illuminance
on an external inclined plane due to direct light E,, is expressed (Scharmer, K. and Greif, J. (2000):

E,, =E,cos¢ 3)

Having determined the light sources, the reflecting ground can be represented as a luminous up-side down sky
with constant brightness. Given the ground patch luminance L, the illuminance due to reflected light Eg g 15
written as:

145

Eground = Z (L*<I>O'cos f)] “4)

J=i
where L" is expressed as a function of the total horizontal diffuse illuminance Eg,, the direct illuminance Ej,, on
a horizontal plane and the mean ground reflectance p (albedo):
*_ P
L :;(Esun +Esky) ®)

The Perez anisotropic sky model (Perez et al. 1993) is amenable to implementation in a computer program while
maintaining good overall performance. The luminance of a sky point L; is given here:

1= Iv,dh ©

zlfﬁ (v®cos &),
Jj=1 J

where the relative luminance /v is normalized to diffuse horizontal illuminance dh as recommended by Perez et
al. (1993). Diffuse horizontal and direct normal illuminances are obtained from measured horizontal and direct
normal irradiances respectively by a luminous efficacy # given in Perez et al. (1990).

The visible proportion o is calculated by establishing a 10x10 grid of each patch and evaluating the visibility of
each grid point for all internal surfaces. Thus o is a function of both distant objects (other buildings, the land-
scape) and near shades like the window recess and overhang. Reflected light from opposing building facades is
not yet treated.

2.2 Internal daylight distribution

The calculation of the internal distribution of light is based on the luminous exitance method. This method is
analogous to the radiosity method, in that all the restrictions and assumptions are the same. Internal subsurfaces
hit by transmitted direct and diffuse light act as light sources, with the initial exitance Mo, if we assume these
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surfaces have Lambertian optical characteristics and reflect incident light perfectly diffusively and ignore any
specular properties. The methodology and implementation of the daylight distribution algorithms are described
in detail by Park (2003).

2.3 Coupling of external and internal light distribution

To establish the initial light exitance Mo of a subsurface the amount and the direction of the light and the reflec-
tance of the surface has to be known. Therefore the external and internal light distributions is coupled in a simple
ray-tracing approach that assumes the luminance of the sky hemisphere and ground hemisphere patches can be
considered as point sources.

2.3.1 Diffuse light

For diffuse sky and ground light penetrating into the room, the exitance for each internal subsurface is calculated
using eq. (2) and eq. (4) multiplied by the profile-angle dependent light transmittance 7y and the surface reflec-
tance p:

145 145

Mo, = p Z:(LCIJC;'cos.f7,'19 )i +Z(L*<I>Gcos§r,9 )j @)

i=1 j=1
The profile angle 6 is defined as the line of elevation projected unto the vertical normal plane of a surface. We
may also name it the perpendicular incidence angle on a vertical surface. The profile-angle dependent light
transmittance is used because it is calculated directly by the WIS program (van Dijk, D. and Oversloot, H. 2003),
see section 2.4. However for clear glazings with isotropic optical properties we use the profile-angle dependent
data directly as dependent on incidence angle.

2.3.2 Direct light

For direct light a different approach is applied. It is evident that all direct light transmitted through the glazing
hits a subsurface. Subdividing the internal surfaces, however, may result in false prediction of the amount of
incoming direct light. Let E,;, denote the incident sun light on the window plane obtained by eq. (3), A, the glaz-
ing area, A; the area of the j’th internal subsurface and m the total number of internal subsurfaces. If we define a

m
normalization factor y =E;. A, 7y / z -1 E, Aty cos f‘i then the initial exitance Mo of the i’th subsurface is

written:

Mo; = E, pitgcosg; ¥ = Ey;, A, PiTg ,,,CL@ ®)

ZAJ cos¢;
=i

When the direct light is transmitted through the glazing, some of the direct light may be transformed into diffuse
light in a diffusing device, e.g. blinds placed in conjunction with the glazing. This effect is taken into considera-
tion by calculating the light contribution from sun, sky, and ground on the window plane by using eq. (2), (3),
and (4). The exitance of the inner glazing surface Mo, is determined by multiplying the total light contribution
with the light transmittance for direct light that is diffused when it passes the glazing/shading system: 7.4
This light transmittance is calculated by WIS, see section 2.4.

MOg = (Esun + Esky + Eground )Tdir—>dlf ”

Devices that redirect the incoming light, e.g. a specular light shelve are modelled using a simple implementation.
It is achieved by setting a special redirecting light transmittance 7,.4; to a value between 0 and 1 where 0 means
that no light is redirected and 1 that all incoming light is redirected. This means that for an incoming ray of light

with a given profile angle 6 the following applies: Tg + 744 6 + Treairg =1 (FIG. 1). The inclination angle /8

of the slat or light shelve determines the reflection angle. Only fully specular devices are considered and any
specular interreflections between slats and between slats and glazing are ignored.
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T

redir,0

Tdirdif,0

FIG. 1. Illustration of how an incoming ray of light from the sky, sun or ground is transmitted directly, diffused
in the combined glazing and shading, or redirected specularly with equal inbound and outbound angle.

2.4 Light transmittances

A critical element in the daylight calculation routine is the light transmittance of the combined glazing/shading
system. For this purpose the European software tool called WIS (van Dijk, D. and Oversloot, H. 2003) is used.
This tool implements algorithms from the ISO standard 15099 (ISO 15099 2003) capable of calculating the light
transmittance of a transparent system for both direct and diffuse light.

WIS calculates the thermal and solar performance of multilayered window systems, allowing the user unlimited
combinations of glazing and solar shading devices. This makes WIS a very powerful tool for evaluating various
integrated daylight designs. Currently the improvement and verification of WIS, and its database format and
database population are the responsibility of the EU Thematic Network WinDat, which consists of major Euro-
pean research institutions and manufacturers of window components.

The output from a WIS calculation may be in the format of a text file. The file includes the light transmittances
and solar energy transmittances for different solar profile angles (-90° to 90° at 10° increments), and may be
loaded seamlessly into the tool described in this article. If the shading device has multiple shading positions, e.g.
Venetian blinds, the user may generate and load files for every position required. The tool will linearly interpo-
late between the transmittance data loaded, thus making the number of loaded positions a question of desired
accuracy.

Because the employed method of calculating incident light on internal subsurfaces is equivalent to a ray-tracing
technique, the WIS transmittance for direct light is employed for both diffuse and direct light. WIS cannot yet
handle specular shading devices, e.g. light shelves or light redirecting devices.

3. CONTROL STRATEGIES

3.1 Thermal simulation

The simplified thermal model is described in detail in Nielsen (2005). It is capable of evaluating the thermal
indoor environment and heating and cooling loads in a building with very few input parameters while providing
the option of sophisticated controls.

3.2 Electrical lighting

The electrical lighting system can be divided into general and task lighting. Both systems are defined by the
power consumption of the lighting fixtures in W/m” when providing an illuminance of 100 lux, and the mini-
mum (standby) power consumption. The linear relationship is shown on FIG. 2. The values for power density
and corresponding illuminance are often supplied by the producers of lighting fixtures, and the maximum illumi-
nance is calculated using the maximum power density.
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Power density [W/m2]

Max density
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Min. density

100 llluminance [Lux]

FIG. 2. Definition of illuminance and power density relationship for lighting systems in the tool.

Both systems can be defined and controlled separately with respect to daylight in two arbitrary points within the
simulated enclosure. The possible control strategies are ‘always max’, ‘always min’, ‘on-off’, and ‘continuous’.
The hourly incoming daylight in the point is evaluated and the electrical lighting is switched on/off or dimmed
according to the chosen control strategy. The ‘on-off’ control switches between the maximum and minimum
power consumption when the daylight level is below or above the illuminance setpoint. The ‘continuous’ control
interpolates linearly between the maximum and minimum power consumption in order to meet the specified
setpoint. Electrical losses in the ballasts must be included in the power density.

3.3 Shading

The indoor air temperature controls the systems including the shading. This means that shading is activated only
when excess heat gains occur, thus ignoring the risk of glare for the time being. In the case of screens or similar,
the controls are limited to screen up or screen down.

OF

AR

Outside Inside

FIG. 3. Illustration of the cut-off shading control strategy for adjustable slats.

In the case of adjustable slats or similar the shading is lowered and adjusted to ‘cut-off” angle when the indoor
air temperature exceeds the specified cooling setpoint. Let d denote the distance between two slats (m), 6 the
profile angle of the sun (degrees), and w the width of the slats (m), then the cut-off angle is calculated:

ﬂcut()ff = aICSin(dcosej_e (10)
f w

3.4 Thermal simulation coupling

It requires a sophisticated coupling to calculate the incoming daylight, the effect of shading on daylight levels,
and thus electrical lighting consumption and indoor air temperature. This is achieved by pre-calculating the
hourly daylight levels in the room without shading, initiate the thermal simulation, evaluate the hourly indoor
operative temperature with respect to the cooling setpoint, possibly lower the shading and adjust the slat angle
(for blinds) to cut off direct sunlight, and calculate the daylight levels again. If the operative temperature still
exceeds the cooling setpoint, venting, increased ventilation, and mechanical cooling are employed in that order.
The daylight levels are evaluated at two arbitrary points specified by the user.
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4. Validation

Of the numerous lighting simulation programs available, Radiance has been extensively validated and repeatedly
surpassed competing programs in terms of both functionality and accuracy. For these reasons, we chose Radi-
ance as our reference model. The validation of the daylight calculation algorithm is carried out for a single office
room as depicted on FIG. 4. Three different setups are carried out for a clear glazing, external blinds adjusted to
cut-off angle and an external screen. The property data is listed in TABLE. 1

TABLE. 1: Input data for validation.

Properties WIS Code Property Value [-] Remarks
Glazing 4-15Ar-SN4 Light transmittance  0.782 Double glazing w/ lowE coating
Blinds Windat #01 Diffuse reflectance  0.096 Slat width: 0.08m, slat distance: 0.072m
Screen Verosol Silverscreen  Light transmittance  0.035 Total transmittance for screentglazing
: - T
A
1600mm
< 3000mm
@00mm N, | .
| Bgmm fm“' _,
2 o™ 0

FIG. 4. Room dimensions for validation.

The chosen validation date is the 21* of September at 3 p.m. because it involves complex calculation of solar
position, incidence angles and cut-off angle. The radiation data is from the Danish Design Reference Year and
the measurements are performed at desktop height 0.85m in interval points along the centre line of room.

FIG. 5 to FIG. 7 compares the illuminance levels computed by Radiance and by the simple tool. The relative
error is within £20% for the clear glazing and for the blinds which is considered satisfactory in daylight research.
However the largest discrepancy is for the screen, but this is due to two facts: the light transmittances from WIS
are unidirectional but screens have bidirectional properties and the screen is defined in Radiance as a glazing
with reduced transmittance ignoring the diffusing properties of the real screen.

16000 18,0
14000 g T 16,0

12000 | N + 14,0
e S 1120
10000 . '

Illuminance [lux]
o]
o
o
o
|
Relative error [%)]

,0 15 20 25 3,0 35 40 45 50 55

Distance from window [m]

‘ Radiance Tool —a—Rel. err.

FIG. 5. Clear glazing. Absolute illuminance levels and relative error.
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FIG. 6. External blinds at cut-off angle. Absolute illuminance levels and relative error.
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FIG. 7. External screen. Absolute illuminance levels and relative error.

5. Combined simulation

FIG. 8 depicts the implications of daylight responsive lighting systems. The artificial lighting system adjusts
continuously with respect to the incoming daylight complementing the illuminance deficit. If overheating occurs
the shading device is activated and the effect on daylight, casual gain and the thermal balance is quantified. Con-
sequently the tool aids in producing daylight friendly design and quantifies the effect of ‘smart’ solar shadings
that allows the maximum amount of direct sunlight to be tranferred diffusively in order to save electrical energy.

——Daylight in point
~-~Adtificial light

500

400 q H . 4

’ Setpoint 200 lux / \
200 \
/

Atificial light is
switched off at night

A
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Supplementary fN i
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/
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/
i
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= 14 15 16 17 18 19

12 1
Time [h]

FIG. 8. Daylight and artificial light in a point. Continuous dimming control of the lighting system.
6. Conclusion

The tool described here is developed to evaluate the impact of incoming daylight on the energy consumption for
lighting. The tool calculates the daylight distribution on the basis of a ray-tracing approach and the radiosity
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method to enhance accuracy while maintaining calculation speed. The sky is divided into patches with individual
luminances in order to imitate the energy distribution of the real sky. Rays are traced from each individual sky
patch to the surfaces of the room through glazing and shading giving the initial input to the radiosity algorithm
which is employed for internal light distribution. Window overhang and recess as well as distant objects like
other buildings reduce the visible proportion of the sky.

The daylight distribution is calculated every hour, thus providing the information necessary for the thermal pro-
gram to control the photoresponsive lighting and to calculate the heat load of the electrical lighting system. The
daylight and thermal simulations are integrated meaning that the indoor temperature is recalculated if overheat-
ing has caused the shading to be activated.

The daylight algorithms were validated by comparison with the state-of-the-art ray-tracing program, Radiance,
using the Perez anisotropic sky. The results show agreement within 20 % relative error, thus the simplified tool
is adequate for predicting the electrical energy consumption of photoresponsive lighting systems, including the
impact of complex shading systems such as external Venetian blinds.
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SUMMARY:
After simulating the thermal performance of a climate facade for Abu Dhabi, a climate facade was tested in a
mock-up room. This facade is compared with combinations of other fagade and building services.

1. Introduction

The “green building concept” is the starting point of design for many new buildings in the United Arabic
Emirates, in cities like Dubai and Abu Dhabi. These buildings should have a modern and open character,
integrated with Arabic cultural elements. One of the goals of the green building concept is a low energy
consumption. Some principles of energy reduction are:

O Cool as much as possible with water instead of air.
O Reduce solar heat entering the facade.
O Make use of daylight as much as possible.

At the moment several buildings with almost 70% glass facades - related tot the total facade surface - are
developed in the U.A.E.. This normally creates both problems of overheating and a high energy consumption.
However, with the use of a climate fagade, it is possible to compensate these negative influences.

The g-value of the glass is a very important factor to evaluate the external heat load. The g-value of conventional
glass in the U.A.E. is 0.26. In order to limit the external heat load the maximum glass percentage of the fagade is
normally 40%. Combining lower g-values with enough visible light transmittance, a higher percentage of glass is
possible, up to even 70%. The g-value is defined as the amount of solar energy that enters the office room via
radiation and convection.

2. Methods

Design and physical principles of conventional climate facades were analysed. Based on these analyses the
climate facade concept was adapted to hot and humid climates. For instance, double glass on the outside should
have a low g-value of at least approx. 0.3. By means of simulations in TRNSYS and CFD (Phoenics),
predictions of temperatures were made. A mock-up room with a climate facade was built. The mock-up room
has the following dimensions: L x w x h=6.2 x 6.2 x 2.8 m. The climate fagade has a height of 2.6 m. The roof
has an U-value of 0.4 W/m’K. The walls are double and are cooled mechanically.

Measurements of airflow, temperature, solar radiation and humidity gave a lot of information. Moreover,
indicative measurements showed the effect of this type of facade equipped with reflecting blinds on visual
comfort.

One of the most important evaluation parameters is the technical performance of the fagade; damage to the
facade due to local high temperatures or quick changes in temperatures should be prevented.
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In order to predict the energy qualities, the climate facade is compared with other facades like a conventional
facade with solar protected (reflecting) glass, a natural ventilated second skin facade and a facade with solar
shading elements on the outside.

3. Results

3.1 Simulations

3.1.1 TRNSYS-simulations
With TRNSYS simulations an overview of the thermal behaviour of the facade of a whole year can be given.

The solar energy at a south facade in Dubai is ca 850 W/m® in winter and ca 450 W/m” in summer due to the
altitude of the sun, which leads to a higher external heat load in winter than in summer.

The parameters used in the simulation include:

- airflow =35 m’/h per 1.20 m facade
- g-value of the double glass =0.29

- U-value of the glass =1.04 W/m’K

- visible light transmittance of the double glass  =56%

- indoor temperature =24°C

- height of the climate facade =2.6m

651 = 5110 5840 2921 651 4381 5110
Simulation Time =8760.00 [hr] Simulation Time =8760.00 [hr]

FIG.1: Cavity and surface temperature of the glass at the office-side (left) and ambient air temperature in °C
(right).

TRNSYS-simulations of a whole year show a maximum surface temperature of the glass at the office-side of 29
(summer) - 33°C (winter). A simulation of one day — the 6™ of September — (fig. 2) can be compared with
measurements on that day (figure 7 - 9). The TRNSYS-year is an average of climatical data of the past (1961-
1990). At the moment the temperature and humidity has become higher than the TRNSY S-simulations suggest.
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FIG.2: Simulated temperatures of the air in the cavity and glass (1) at the office-side and the ambient
temperature of the 6" of September (2, max. ca 40°C). The amount of solar energy is presented at the right side

(3, max. ca 600 W/m? ).

TRNSYS-simulations show that the g-value is not a fixed value. When the blinds are open the effective g-value
in summer will be 0.29 and in winter 0.26. With blinds closed the g-value will be lower than 0.18 in summer and

0.10 in winter (table 1):

TABLE 1: Overview of temperatures, ener.

y transport, external heat load and g-values (south facade)

Solar energy QOutdoor Heat transport to | Heat load office Effective
temperature | office g-value
Blinds closed winter | 850 W/m?> 20°C 88 W/m” glass 40 W/m? floor 0.10
surface surface

glass surface
Blinds closed summer | 450 W/m?> 45°C 80 36 W/m? 0.18
Blinds open winter 850 W/m?> 20°C 220 100 W/m? 0.26
Blinds open summer | 450 W/m® 45°C 130 59 W/m’ 0.29

3.1.2

CFD-calculations

CFD-calculations were made with blinds fully closed and fully opened.

Fully closed blinds

The parameters used in the simulation with closed blinds include:

O 0O o0 oo o d

cavity.

Indoor temperature

Outdoor temperature

Outdoor heat transfer coefficient

Indoor heat transfer coefficient
Gap ventilation supply temperature

Solar radiation on the facade

=48°C

=25 W/m’K
=22°C

=8 W/m’K
=22°C

= 800 W/m’
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FIG.3: CFD simulations of the facade with closed blinds
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At the inside the average temperature of the glass is 27°C, with 22°C near the floor and 40°C near the top

Fully open blinds

O  20% of the solar radiation via the double window (240 W/m?, g = 0.3) is absorbed by the blinds.

O 80% = 192 W/m” solar radiation passes the single glass at the office-side and enters the office.

Temperature, zC
50.00000
48.12500
46.25000
44.37500

42.50000

40.62500

38.75000

36.87500

35.00000

33.12500

31.25000

29.37500

27.50000

25.62500

23.75000

21.87500

20.00000

33°C

25°C

22°C

FIG.4: CFD simulations of the facade with open blinds

At the inside the average temperature of the glass is ca. 25°C, with 22°C near the floor and 33°C near the top.
The maximum temperature of the blinds is 45°C. The CFD-simulations show lower average glass temperatures

than the TRNSY S-simulations.

Points of attention that are checked by the CFD-simulations are:

O When the ventilation system of the facade fails, it is necessary to pull up the blinds to prevent overheating.

This requires an automatic control system.

O The air should be extracted at the top fo the cavity to prevent heat accumulation at the top of the fagade.
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O Equal distribution of air at the bottom of the cavity is necessary, the air inlet velocity schould be ca. 0.3 - 0.5
m/s in order to produce effective heat removal at both sides of the blinds.

3.2 Measurements

3.2.1 Thermal comfort

In a mock-up room (6 x 6 m) measurements of the thermal comfort and the performance of the climate facade
have been carried out. The mock-up room is cooled by water, by cooled beams in the ceiling (induction unit) and
by a cooled floor and by (fresh) air via the cooled beams.

FIG.5: Surface temperature of the glass at the inside and ceiling temperature

Measurements of a facade in a mock-up room in Abu Dhabi on the 6™ September 2007 (2 pm) show an inside
glass temperature of 27-28°C at a height of 1,4 m, 24-25°C near the floor and 25°C near the top. The lower
surface temperature near the top is created by cooled beams (induction unit) in the ceiling near the facade (fig. 5,
to the right at the top). The air inlet temperature near the floor is 23°C. The influence of the high outside glass
temperatures (fig. 6) is low.

. | Street: 63 °C

FIG.6: Surface temperature of the glass at the outside

Due to high street temperatures the outside glass temperature is 56°C near the street and 51°C near the top.
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The 6™ September 2007 shows the following climate:
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FIG.7: Ambient temperature (3, °C), absolute humidity (2, g/m‘g) and solar radiation (W/m?) on the facade on the
6" September 2007 (1, max. 600 W/m?, with peaks of 100 W/m?* above this maximum).
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FIG.8: Inner glass surface temperature (2) and operative room temperature (1). The other temperatures are the
surface temperature of the outer glazing at the cavity side (4) and the facade outlet temperature (3).

Surface temperatures of the inner glazing show a maximum of 28°C. In the cavity the glass temperature of the
outer glazing is maximal 35.5°C. The inside glass temperatures are ca. 2°C lower than predicted with TRNSYS.

1000

Solar Radiation on Facade [W/m?] Facade Outlet Ts 1l Facade Cavity Inlet Temperatur [vc]
=i T in Front of the Blinds [C] == Air-T behind the Blinds [T] —— Operative Room T [C]

FIG.9: Fagade inlet and outlet temperature and air temperature of the cavity behind and in front of the blinds.
The following parameters are represented: Facade cavity inlet temperature (1), operative room temperature (2),
cavity temperature at the room side (3), facade outlet temperature (4) and cavity temperature in front of the

blinds (5).
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The maximum air temperatures in the cavity are ca 33°C. TRNSYS simulations show lower maximum
temperatures of 30°C. However, the measured average outdoor temperature and the amount of solar radiation is
more than in the TRNSYS model.

The results show an acceptable relation between simulations and measurements of the thermal performance of
the facade. The tools proved to be reliable enough for engineering purposes. Measurements of the thermal
comfort in the office showed a comfort level equivalent to class A of the NEN-ISO 7730.

3.2.2 Energy

The measurements give some information about the energetic performance as well. The amount of heat absorbed
by the cavity (open blinds) is 58 W per m” facade. This a little more than the presumed 48 W per m” facade for
the CFD simulations (fig. 4). It is calculated after measurements of the airflow and air inlet and outlet
temperature of the cavity. It was not possible to measure the external heat load in more detail. This is only
possible when a mock-up room is highly insulated and is shielded very well from the outdoor climate.

3.2.3 Visual comfort

Reflecting blinds (61% reflection) are applied in order both to promote the use of daylight and to reflect solar
energy effectively. The position of the blinds is mechanically controlled via a control algorithm (Warema,
Germany) which has to be adapted to the circumstances in Abu Dhabi. The measurements indicate that glare can
occur in the office, when the blinds are open in summer. Consequently the control of the blinds should take into
account the risk of glare. Brightness ratios of 1:60 between an average computer screen and the blinds can occur.
Winter requires another kind of attention, since there will be more sunlight at the south facing facade with a low
sun altitude, compared to the the summer when the sun approaches the zenith at midday. A possible alternative
to the current design of the facade could be the use of 2 segments. A lower part of the facade with manual blind
control, to make it easy to close the blinds in case of glare, and an upper part with automatic blind control to
maximize the use of daylight.

3.3 Exploitation analysis

The climate facade is compared with a room with a traditional facade with glass with a g-value of 0.26:

External heat load

180.00
160.00
140.00
120.00
100.00
80.00
60.00
40.00
20.00

2

—— Traditional facade
—— Active facade

W/m2

20.00-
40.00-

Fig. 10: Comparison external heat load of an office with a facade with a facade (70% glass) with an average g-
value of 0.14 (climate fagade, 1) with a traditional fagcade with a g-value of 0.26 (2).

Four different combinations of fagade design and installation-types are compared. The operation and
maintenance costs of the climate facade-options proved to be lowest (price level 2008). The combination with
cooled beams (induction) with a cooled floor is the most favorable:
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Fig. 11: Operation and maintenance costs of traditional climate design options with a high glass percentage of
ca 70% (average g-value = 0.26) versus design options with a climate facade (average g-value = 0.14). The
costs per month are related to the seize of the mock-up room.

3.4 Alternative types of facades

O It might be possible as well to design a second skin fagade (Hamza et al, 2007). However, Abu Dhabi has a
very dusty environment, which prevents this option.

O Making use of external sunshade might be another possiblity. In order to have advantage of daylight and a
maximum of outdoor view, external sunshades should be movable. Maintenance problems and limitations in
case of high rise buildings make this option less attractive.

4. Conclusion

This research of the climate facade fo Abu Dhabi shows the usefulness of design tools and shows that it is
possible to design open transparent buildings with a high glass percentage in hot humid climates as well . Only
small adaptations of the original climate facade concept are necessary. With this information the performance of
other types of climate fagade’s can be predicted more accurately in the future.
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SUMMARY:

A numerical model for the simultaneous calculation of 2-D heat transfer and indoor surface temperatures for a
three layer glazing unit and a frame construction based on a commercial CFD code is presented. The calculated
heat flow and the surface temperatures of the inner glazing layer are compared to results obtained using the
finite element code Therm 5.2 by calculations according to EN 1SO 10077-2 and ISO 15099. The models
compared produce almost identical results with respect to the overall thermal transmittance of the glazing and
[frame, whereas differences in the range 3-7% are found for the thermal transmittance of the frame part only.
The calculated distributions of surface temperatures for the inner pane also agree quite well when convection in
the glazing cavities is accounted for in the finite element calculation.

1. Introduction

Window design affects energy consumption in buildings significantly with respect to both cooling and heating
demand. Sensible design solutions to improve the thermal properties of windows are therefore crucial in the
effort to reduce the overall energy consumption in buildings.

One of the most widely used tools (Gustavsen 2005, Song 2007) for detailed analysis of the thermal properties of
the connection between glazing and window frames is the 2-D finite element code Therm5.2 (Finlayson 1998).
The code can be used for calculation of the thermal transmittance of glazing and frame connections according to
the EN ISO 10077-2 (CEN 2003) and the ISO 15099 (ISO 2003) standards. The EN ISO 10077-2 procedure for
calculation of thermal transmittance is however not suited for determination of condensation risk due to low
inside surface temperatures but a suitable alternative is not prescribed in the European standards (CEN 2001).

A condensation resistance model has however been implemented in Therm for more precise calculation of
indoor surface temperatures (Zhao 1996, Mitchell 2003, Kohler 2003) in compliance with North American
standards (NFRC 2004).

In the following the preliminary investigations regarding the possibility to apply a commercial CFD code for
detailed 2-D analysis of heat transfer and simultaneous calculation of indoor surface temperatures is presented.
Calculated thermal transmittances as well as indoor surface temperature distribution are compared to Therm
models to observe the difference due to more comprehensive modelling of the cavities of the glazing and frame.
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2. Method

2.1 Geometry and materials

The modelled window cross section consists of three 4 mm glass layers and two 12 mm air cavities. The panes
have an emissivity of 0.84 on all surfaces except the outer surface of the inner pane which has a low emissivity
coating with an emissivity of 0.037. Since the focus is on model comparison, and not on calculating the
properties of an actual window, all other emissivities are set to 0.9. For the same reason the detailed geometry
and thermal properties of the spacer are represented by a box of an equivalent fixed thermal conductivity. The
applied thermal properties of the materials used in the calculations are listed in TABLE. 1. The model geometry
is displayed in FIG. 1.

FIG. 1: Figure showing the cross section of the window. Left: The sill and the lower part of the glazing unit.
Right: The entire model.

TABLE. 1: Material properties used for the calculations.

Material Conductivity Emissivities
[W/mK] [-]
Aluminium 160 0.9
Wood 0.13 0.9
EPDM 0.25 0.9
Sealing 0.4 0.9
Spacer 0.246 0.9
Glass 1 0.84
Glass with low emissivity coating 1 0.037
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2.2 Boundary conditions

For all models boundary conditions are chosen according to EN ISO 13788. Constant heat transfer coefficients
of 7.69 W/m’K and 25 W/m’K are assigned to the internal and external boundaries respectively. The indoor
temperature is set to 20 °C and the outdoor temperature to 0 °C.

2.3 Glazing

For the finite element calculations thermal properties of the glazing unit are calculated in Window5.2 (Mitchell
2001) and imported to Therm.

To ensure that the glazing unit, modelled using the CFD code, has the same thermal properties as the glazing unit
imported for the finite element calculations, a comparison is made for the two models of the glazing unit alone.
In both cases boundary conditions according to section 2.2 are applied for the internal and external boundaries
while the top and bottom of the glazing is adiabatic. The height of the glazing is 0.5 m. The calculated thermal
transmittance of the glazing using Window is 1.25 W/m’K.

The calculated thermal transmittance for the CFD model is 1.27 W/m’K. The calculated thermal transmittances
of the two models are in very good agreement with a difference of 1.6 % and are thus used in the integrated
calculations for glazing and frame. The settings for the separate CFD model for the glazing are presented in
section 2.5.

For the finite element calculations two calculations are performed for each model. For calculations of thermal
transmittance (U-value) the air in the glazing cavities is replaces by a solid material with a thermal conductivity
that is calculated based on the heat transfer due to convection and radiation across the cavity. For calculation of
indoor surface temperatures a convection model for the local temperature distribution inside the glazing cavities
developed for Condensation Resistance rating according to NFRC 500 is applied.

2.4 Frame cavities

While the thermal properties for the solid domains are identical for the finite element models and the CFD
model, the cavity modelling is different. In the first two finite element models the frame cavities are modelled
according to EN ISO 10077-2 where a simplified radiation model is prescribed. These models are referred to as
‘CEN CR’ and ‘CEN U-value’. In the other two models the frame cavities are modelled according to ISO 15099
including a detailed view factor based radiation model. These models are referred to as ‘ISO CR’ and ‘ISO U-
value’.

In all cases the cavities are defined as non ventilated to match the assumptions made in the CFD model.

The settings for the CFD model for the convective and radiative heat transfer in the frame cavities is presented in
section 2.5

2.5 CFD settings and mesh

2.5.1 CFD settings

A list of settings for the CFD model is presented in TABLE 2. The settings are used for both the separate model
for the glazing and the model including both the frame and the glazing.
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TABLE. 2: Settings for CFD model.

Solver Stationary
Viscous model Laminar
Fluid thermal properties Density modelled according to the Boussinesq approximation. All other

properties are constant.

Discretization schemes Pressure Standard
Momentum 2" order
Energy 2" order

Radiation model Discrete Transfer Radiation Model (DTRM)

Though the PRESTO! discretization scheme for pressure is recommended for modelling of natural convection
(Fluent Inc. 2005) convergence is only achieved when the standard scheme is applied for the model including
both the frame and the glazing. A comparison for the separate glazing model does not however show any effect
of enabling the PRESTO! discretization scheme for pressure.

2.5.2 Mesh

The calculation of heat transfer across the window construction including glazing and frame is performed with a
triangular mesh of ~120,000 cells. The solution is grid independent with respect to the total thermal
transmittance of the glazing and frame to less than 1 %. Grid independence could probably be achieved with a
lower number of cells, but due to the complex nature of the geometry a fine mesh is needed to reduce the number
of poor quality cells. Thus critical mass imbalances due to poor mesh quality within key areas of the frame
cavities occurs at both ~30,000 and ~60,000 cells. While calculation time is not comparable to that of Therm
(order of seconds) the model does however converge in less than 1 hour (Intel Centrino Duo, 2 GHz, 4 GB).

3. Results and discussion

3.1 Comparison of total thermal transmittance of glazing and frame
The calculated total thermal transmittance of glazing and frame is presented in

TABLE. 3. Since the modelled thermal transmittance of the glazing in the CFD model is 1.6 % higher than for
the glazing imported in the finite element calculations and the thermal transmittance of the glazing make up the
majority of the total thermal transmittance the results for the CFD model have been corrected for appropriate
comparison. As TABLE. 3 shows the calculated results are essentially identical whether or not the CFD results
are corrected.

TABLE. 3: Comparison of calculated total thermal transmittance of window cross section including glazing and
frame

Model Thermal transmittance Relative difference to CFD
(corrected with regard to Uy) model
[W/m’K] [%]
CFD 1.38 -
CEN U-value 1.40 1.7
ISO U-value 1.39 0.8
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3.2 Comparison of thermal transmittance of the frame

By subtracting the ‘1-D’ thermal transmittance from the separate glazing models calculated in section 2.3 from
the total thermal transmittances presented in section 3.1 the following results are obtained for the thermal
transmittance of the frame including the spacer.

TABLE. 4: Comparison of calculated thermal transmittance of frame

Model Thermal transmittance Relative difference to CFD model
[W/m’K] (%]
CFD 1.95 -
CEN U-value 2.08 6.7
ISO U-value 2.01 3.0

Though larger discrepancies are found compared to the total thermal transmittance of glazing and frame the
results shown in TABLE. 4 still agree very well. The reason why the results agree so well despite the different
treatment of the heat transfer in the frame cavities is probably that the size and temperature difference across the
cavities result in only very limited convection as illustrated in FIG. 2.
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FIG. 2: Calculated velocity distribution for the CFD model for the frame cavities and the lower part of the
glazing cavities.

139



Session M4A — Air Flow in Windows Building Physics 2008 - 8th Nordic Symposium

3.3 Calculated indoor surface temperature distribution of the glazing

The calculated surface distribution for the inside of the innermost glazing for the 5 models is shown in FIG. 3.
The x-axis shows the vertical distance from the top of the glazing (x=500 mm denotes the lower edge of the
daylight opening). Since the results from the CEN and ISO U-value models as well as the CEN and ISO CR
models are practically identical, only one plot is included for each model category.
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FIG. 3 : Calculated surface distribution on the inside of the innermost glazing for the 5 models as a function of
the vertical distance from the top of the glazing.

As FIG. 3 shows, the results for the CFD model and the CR models are very similar regarding the overall
tendency as well as local values with a predicted minimum temperature of 13.3 °C and 12.9 °C respectively. The
U-value models on the other hand display similar surface temperatures on average but poor agreement
concerning both overall tendency and local values in certain points. Due to the omission of the convective effects
in the glazing cavities the predicted minimum temperature at the lower daylight opening is higher than predicted
by the CFD and CR models with 13.8 °C.

4. Conclusions and further work

The conclusions are as follows:
e There is excellent agreement between the calculated values for the total thermal transmission whether
calculated using the CFD model, the CEN U-value model or the ISO U-value model.
e There is good agreement between the three model types for the thermal transmittance of the frame with
differences of less than 7 % in all cases.
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e There is good agreement between the calculated indoor surface temperatures of the glazing for the CFD
model and the CR models whereas the U-value models perform poorly with respect to both overall
tendency and local values.

Given the overall agreement with the results based on the simplified finite element modeling of the glazing and
frame cavities the application of the more comprehensive and time consuming CFD modelling is not justifiable
for the given case. This is however believed to be attributed to the limited convection occurring in the glazing
and frame cavities. Further work will therefore include similar comparisons for window constructions where
convection is more significant for the overall heat flow as for window solutions with larger glazing distances and
cases where non laminar flow conditions may occur.

In addition the comprehensive modelling capabilities of the CFD software facilitate further investigation of the
impact of detailed modelling with respect to variable radiative and convective indoor boundary conditions for
more precise indoor surface prediction in particular.
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SUMMARY:

The use of Double Skin Facade (DSF) has increased during the last decade. There are many reasons for this
including e.g. aesthetics, sound insulation, improved indoor environment and energy savings. However, the
influence on the indoor environment and energy consumption are very difficult to predict. This is manly due to
the very transient and complex air flow in the naturally ventilated double skin facade cavity.

In this paper the modeling of the DSF using a thermal simulation program, BSim, is discussed. The simulations
are based on measured weather boundary conditions, and the simulation results are compared to e.g. the
measured energy use for cooling, air temperature, temperature gradient and mass flow rate in the DSF cavity,
etc.

The thermal simulation program does not at the moment include a special model to simulate the DSF. However,
the results show that it was possible to predict the energy flow, temperature distribution and airflow in the DSF.
Some agreement between the measured and simulated results was unfortunately very sensitive to the model. This
implies that without the possibility to calibrate the simulation model with measured data the risk of generating
poor results is imminent. Therefore further work including both measurements and more detailed and robust
simulation programs are necessary.

1. Introduction

Double Skin Fagade (DSF) is a relatively young concept, which is distinct from the conventional buildings by its
ability to react to and to take advantages from various weather conditions. The use of double-skin facade has
increased during the last decade. There are many reasons for this including e.g. aesthetics, sound insulation,
improved indoor environment and energy savings. Due to the numerous functioning modes, every double-skin
fagade building is unique in its physics and performance. Compared to a conventional glazed building and
depending on the functioning mode, DSF can function as a barrier for solar radiation or it can preheat the
ventilation air; DSF can reduce the penetration of noise (i.e. traffic) from the outside; it can improve perception
of comfort (increased surface temperature of the glazing); it allows for application of night cooling and at the
same time it is burglary safe; in some cases, it gives better possibility for fire escape and fire protection; it
provides better protection of shading devices and allows to open windows on the top floors in a multistory
building.

Energy efficiency of the DSF, however, is difficult to achieve due to the lack of a suitable simulation tool, able
to deal with the very transient and complex air flow in a ventilated double skin facade cavity. As pointed out by
H. Manz and Th.Frank:*...the thermal design of buildings with the DSF type of envelope remains a challenging
task. As, yet, no single software tool can accommodate all of the following three modeling levels: optics of layer
sequence, thermodynamics and fluid dynamics of DSF and building energy system” (Manz and Frank, 2005).
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The DSF-buildings are extremely dynamic, especially, if the cavity is naturally ventilated. DSF continuously
adjusts its performance not only to the solar irradiation, but also to the highly fluctuating natural driving forces.
Due to the extreme dynamics of the system, the changes happen very rapidly and they can rarely be smoothed in
time. Consequently, any shortcomings in the design will result in increased energy use and increased temperature
fluctuations in the occupied zone.

In the DSF-building the great part of the energy flow happens through the DSF construction and, for that reason,
it is extremely important to be able to predict its performance. The main difference between the DSF and a
conventional window is that in case of DSF it is difficult to estimate what part of the solar heat gains that will
penetrate through the DSF into the adjacent zone and what part of solar gains will be captured by the DSF and
then removed with the cavity air. At the same time: “global heat transfer coefficients, such as overall heat
transfer coefficient (U-value) and the solar heat gain coefficient (g-value) cannot be directly applied to
ventilated facades” (Faggembauu, et al., 2003) as these are standard coefficients, which assume steady state and
one directional heat flow. These coefficients are only wise to apply as characteristics of DSF constructions, yet
not as an overall attribute of DSF.

However, U-value and g-value are inevitable inputs in the majority of thermal building simulation tools, so it is
important to be aware that: g-value expresses the amount of solar radiation, which is transmitted to the room
through the fenestration plus amount of solar radiation absorbed by glass and then re-transmitted towards the
interior mainly by means of convection and radiation.

In this case the convective and radiative surface heat transfer coefficients are considered to be characteristic for a
building. However, these differ a lot for DSF, since the surface temperature of the glazing and shading in DSF
increase significantly with the height of the cavity. Thus the local g-value of the glazing may differ a lot, as well
as the actual area averaged g-value of the glazing, compared to its characteristic g-value, normally provided by a
producer.

The convective heat transfer contribution to the g-value is also important, since the air velocities in the DSF
cavity are normally higher than the ones in a conventional room and the surface temperatures of the
glazing/shading can also become relatively high. Finally, the convective and radiative heat transfer contribution
in the actual g-value are not straight forward and the g-value is actually varying in time, and depends not only on
angle of incidence, but also on surface temperatures and mass flow rates.

Surface heat transfer is also included into the U-value characteristic and therefore the same limitations are valid
if it is necessary to estimate an actual U-value of the DSF constructions.

On the whole, the complexity of the DSF concept has already been realized and, in the literature (Gertis, 1999,
Saelens, 2002, Zollner, 2002 and the others) one can frequently meet a request for validation of the building
simulation tools for DSF modeling in order to evaluate the limitations of the software.

This paper describes an empirical validation process of the Danish building simulation tool, BSim, where a
model of a DSF-building is built up to simulate the outdoor DSF test facility, ‘the Cube’. An attempt is also
made to demonstrate that the modeling of the DSF requires not only a reliable tool and experience in its
application, but also special attention to the input of the DSF constructions properties.

2. Empirical data

In the fall of 2006, a set of experiments was conducted in the outdoor DSF test facility ‘the Cube’, see Figure 1.
An empirical dataset is now available for two double-skin fagade functioning modes: thermal buffer mode and
external air curtain mode, however only the results for the external air curtain mode are reported in this paper. In
this mode, the external operable windows at the top and bottom of the cavity are open to the outside, the air
enters the DSF at the bottom of the cavity, heats up when passing through the DSF cavity and then released
through the top openings to the external environment, carrying away some amount of the solar heat gains. The
flow motion in the cavity is naturally driven.

The empirical data set is available for a 2 weeks period, starting from 1 of October until 15" of October and
includes all necessary weather data, such as wind speed, wind direction, outdoor air temperature and humidity,
total and diffuse solar irradiation on a horizontal surface, ground temperature under the foundation and
atmospheric pressure.

The air temperature in the DSF cavity, vertical temperature gradient in the cavity, surface temperatures of the
glazing, mass flow rate in the DSF are available in the empirical data set. During the experiments, the air
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temperature in the room adjacent to the DSF cavity was kept constant at 22°C. The cooling/heating power load to
the room was measured and included into the empirical data set as a parameter that reflects the performance of

the DSF.
INSTRUMENT ROOM
u —T 1 ENGINE ROOM
o«
- EXPERIMENT ROOM

DSF

Figure 1. 'The Cube' (left). Illustration of principle of the external air curtain mode (centre). Plan of ‘the Cube’
(right).

Thermal properties of all constructions in the test facility, its detailed geometry and dimensions were
documented during the construction and were updated later during the preliminary measurement phase (see more
in Kalyanova, et al. 2008 ). The spectral properties of the window glazing were tested at the EMPA Materials
Science & Technology Laboratory. The information about the optical properties of the surfaces is available as a
function of the wave length, in the wave length interval 250-2500nm for the following surfaces: Glazing, Ceiling
and wall surface finishing in the DSF; Ceiling and wall surface finishing in the experiment room; Carpet in front
of ‘the Cube’.

No shading devices were used during the experiments.

3. BSim

BSim is an ISO STEP based, integrated building design tool, BSim (Wittchen et al. 2005). The core of the design
tool is a common building data model shared by the different design tools, and a common database with typical
building materials, constructions, windows and doors. Figure 2 illustrates the user interface of BSim.

In BSim the direct solar radiation is calculated every % hour based on the actual position of the sun. The surfaces
where the ray of sunshine hits is also the surfaces that receive the energy and it is possible to have light passing
through a room without affecting the heat balance. The diffuse radiation from the sky entering a zone is
distributed according to a chosen weight factor.

Calculation of heat flow from a surface is based on dynamic calculations of both the convective heat transfer
coefficient and long wave heat exchange. The convective heat transfer coefficients are calculated based on
empirical correlations, mainly using dimensionless numbers. This means that the limitations discussed
previously are not applicably to the calculation of U-value for BSim, but are for the calculation of the g-value.

Flgure2 SimView, the user interface of BS|m for editing and viewing the layout of the building.
4. BSim model

The model where constructed according to the documented geometry and thermal properties of the constructions
in ‘the Cube’. It consists of four thermal zones (Figure 1):
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Since the thermal simulation program does not, at the moment, include a special model to simulate a DSF unit,
the double-skin facade was modelled identically to any other thermal zone. .The external dimension of the
experiment room together with the DSF is 6x6x6m. Internal dimensions of the DSF cavity is 0.56m depth, 5.5m
height and 3.2m width. The main thermal characteristics of the building and model are available in Table 1.

Table 1. Thermal characteristics of 'the Cube'.

Terrain type Scattered windbreaks
Longitude 9°59'44.44"E
Latitude 57°0'41.30"N
Total area of windows (visible glazing) 6-3.229(2.693) m?
Total area of top openings open 0.32 m?
Total area of bottom openings open 0.39 m?
External windows of DSF Clear glass
Internal windows of DSF 4-Arl6-4
U-value of external windows 5.33 W/m’K
U-value of internal window 1.39 W/im’K
U-value of external walls 0.08 W/m?K
U-value of the floor construction 0.15 W/m*K
g-value of external window 0.8
g-value of internal window 0.63
Net volume of DSF 11.24 m?
Net volume of exp.room 143.11 m?
Table 2. Weather conditions during the experiments.
Mean outdoor air Mean wind Mean diffuse solar Mean total solar irradiation on
temperature speed irradiation horizontal
°C m/s W/m? W/m?
125 36 91* 175*

* Mean for solar irradiation is given only for the periods with sun.

Simulation period was set according to the length of the weather file for the external air curtain mode
(01.10.2006 — 15.10.2006), using the weather data file to define the outdoor thermal conditions.

Available weather data includes a wide spectrum of various thermal conditions: periods with high direct solar
radiation, with high diffuse solar radiation, cool and warm outdoor air temperature, various wind directions and
wind speeds. This allows to scrutinize the model for different circumstances. In the model, the air temperature in

the experiment room was set to 22°C.

No shading devices were included in the model. Natural ventilation mass flow rate in the DSF cavity is defined
via the area of the openings, height of the openings, discharge coefficients and pressure coefficients. The
discharge coefficient of the top and bottom opening was measured prior to the experiments in a wind tunnel. In
BSim, surface average pressure coefficients are used. Therefore the calculated airflow in the DSF is mainly

dependent on the calculated thermal driving force.

5. Comparative and Empirical Validation

Prior to the empirical model a set of the comparative test cases were completed with BSim software in the
framework of IEA Annex 34/43, subtask E. The subtask was focused on validation of building simulation
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software for modeling of DSF. Comparative exercises were completed by five different organizations, using
different building simulation tools to simulate ‘the Cube’.

Completed set of the comparative exercises has demonstrated the magnitude of differences between different
building simulation tools and have confirmed the complexity of the task to simulate building with a double skin
fagcade. The most important achievement in the comparative exercise was the experience gained by the modelers
regarding DSF modeling, the justification of their models against each other and, finally, the demonstration of
how important it is to conduct further empirical validation for modeling of buildings with the DSF, and thus to
provide the reference against which modeling predictions could be compared. The empirical model which
simulations are presented in this paper was prepared based on the comparative validation results, hence it has
been justified against the other models, and the errors have been eliminated.

The empirical validation was completed in the ‘blind’-form, which means that the modeler received the
experimental results only after submitting the results of simulations.

The building simulation tools can also be validated on their performance together with their limitations, yet the
best possible software performance must be achieved. Considering limitations of various software tools the
quantitative measure for the empirical validation should be chosen between the global parameters, as the
accuracy in predictions of minor parameters can be limited.

Only simulation results for the global parameters are reported here. These are the power loads to the experiment
room, the air temperature and the mass flow rate in the DSF cavity. Although the experimental data is available
for many other parameters such as surface temperatures of the glazing, walls, etc. these are not included into the
list of global parameters. The reason for this, is that the resulting surface temperatures, for example, depend on
computations and assumptions in a model, such as distribution of solar radiation and shadow to the surfaces,
level of detail in longwave radiation exchange calculation, flow regime at the surface and assumptions made
towards the calculation of the convective heat exchange at the surface etc. These computations and assumptions
vary from one tool to another, but in a larger perspective, the ability of a building simulation tool to model DSF
is expressed by its ability to accurately predict the power loads in the building.

The air flow rate in a double skin facade cavity is rather high compared to the temperature difference between
the air in the cavity and outdoor therefore it is essential to perform the empirical validation of the air temperature
predictions in the models via ‘the temperature raise in the DSF ’ to track the amount of energy transported by
the air flow. Due to the magnitude of mass flow rate, an error in prediction of the air temperature in the range of
1°C can mean hundreds of watts of error in energy balance.

Figure 3 illustrates the temperature raise in the DSF cavity above the outdoor air temperature and power loads to
the experiment room for two days with the principally different boundary conditions:

10" of October — a day with high direct solar radiation

11" of October — a day with mainly diffuse solar radiation

Temperatuer raise in DSF compared to outdoor Cooling/heating power in the exp.room
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Figure 3.Measured and simulated temperature raise in the DSF cavity compared to outdoor air temperature
(left). Measured and simulated power loads to in the experiment room (right).

The power loads in the experiment room vary between day and night time period. Normally the experiment room
was cooled during day- and heated during night-time.

The BSim model underestimates the heating loads during night time since the thermal bridges were not included
into the model, while days with strong direct solar radiation, cooling loads are overestimated. This, however,
depends not only on predicted air temperature in the DSF cavity and mass flow rate, but also on the amount of
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solar radiation that has been transferred into the experiment room in the first order of solar transmission, as this
part does not influence the calculation of the air temperature and mass flow rate in the DSF cavity.

Cooling load in the experiment room is, still, the result of interplay of many parameters, such as mass flow rate
in the cavity, convection and radiation heat transfer, transmission of solar radiation etc. At the same time, it is
not possible to validate all of these parameters separately, as many of those are the challenge for the whole field
of building simulations. Calculation of natural ventilation is particular interesting: as the natural mass flow rate is
exceptionally difficult to simulate, yet, it is one of the key actors in DSF performance. So, the mass flow rate
was chosen as one of the main targets in evaluation and validation of BSim model.

In Figure 4 it is shown that prediction of the mass flow rate in the DSF cavity is not good enough and, as a
consequence, predictions of the air temperature in the cavity and power loads in the experiment room can not be
regarded as reliable. The reason for flawed performance of the BSim model towards the mass flow rate
calculations is the simplified model for calculation of the naturally driven flow. BSim uses an empirical
expression for single sided natural ventilation at different levels. Accordingly, the impact of wind pressure in the
model is almost negligible, as in BSim, the average surface pressure coefficients are used. This is in large
contrast to the experimental data, as the mass flow rate in the DSF cavity was driven by both buoyancy and
wind, see Figure 7. In the figure, it is seen that the major part of experimental data is available for the wind
dominated or assisted driving forces, although it is common to assume that the mass flow rate in a double-skin
facade cavity is buoyancy driven. In the Figure 7 (left) it is also illustrated what was the expected mass flow rate
in the cavity if the wind force is neglected.
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[Figure 4. Mass flow rate in the DSF cavity measured with the tracer gas method and simulated in BSim.
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Figure 5. Illustration of the estimated mass flow rate in the DSF cavity for pure buoyancy natural ventilation
(left). Mass flow rate as a function of the wind speed- experimental data (right).

When the results from the simulations where compared against the experimental data, then the information about
the measurement procedure and experimental set-up can be critical for evaluation of measurement accuracy and
the possibility of error. Overall, the main details of measurement procedure were explained in Kalyanova et al.
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(2007) and possible errors in the measurements of the mass flow rate measurements were also discussed in the
paper.

6. Example

It is important to remember that the performance of the DSF and comfort conditions in the occupied zone in the
experiment room, on the preliminary design stage, are defined via the internal window and external window
thermal and optical properties. Optical properties mainly determine what fraction of solar radiation is to be kept
in DSF and what fraction is to be transferred further. In a detailed model this is done via the transmission,
reflection and absorption properties of the glazing, in a simplified model this is done via the g-value. The
thermal properties of windows, besides the magnitude of heat transfer, determine also the relationship between
the outdoor-DSF and DSF-adjacent room and how fast one thermal zone reacts to the changes in another one.

BSim, as many others building simulation tools uses the g-value for calculation of solar gains into a thermal zone
and therefore the software’s ability in accurate estimation of secondary solar gains is limited, also, there are no
studies available able to asses the impact of this limitation. Whereas the model of a DSF building can be very
sensitive to the g-value input in the model.

Table 3. Test cases with modified g-value

-val
Model - g-vaue -
External window Internal window
Low (L) 0.75 (-6%) 0.53 (-16%)
Normal (N) 0.8 (100%) 0.63 (100%)
High (H) 0.85 (+6%) 0.73 (+16%)
z Transmitted sol.rad. in DSF > Transmitted sol.rad. in exp.rrom Cooling/heating power in the exp.room
=~ | =~ I
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Figure 6. Simulation results for the test cases with different g-value of the glazing.

In this section, a simple sensitivity study was made to investigate how the small variation of g-value in a model
will affect the output. Additional simulations have been made, all of them were based on the BSim model
described earlier in the paper and only the changes of the g-value took place in the model. Considered cases are
explained in Table 3.

In the Figure 6 the results of the simulations from three cases are illustrated. The figure includes results for two
days: a day with clear sky and a day with the heavy cloud cover. It must be mentioned, that the changes, given in
Table 3, were applied simultaneously to the external and internal window, i.e. the test case Low (L) represents a
model, when the g-value of both the internal and external window was reduced as in the Table 3. From the
figure, it can be seen that 6% reduction of the g-value of external window, results in 1.5 kW deviation in solar
gains to DSF, if compare between test case Normal and test case Low. Comparing the impact of the g-value
modification on the solar gains to the experiment room, one can see that the cooling load has changed £1 kW,
depending on the test case. This example, of course is very plain, but the point was to demonstrate the sensitivity
of the model to the input parameters associated with heat transfer through the windows in a DSF envelope. Also,
this example is limited to the g-value only, which combines together the optical and the thermal properties of the
glazing, while repeating of the same study, varying the reflectance/absorbance/transmittance properties of the
glazing and convective/radiative surface film coefficients in the model would lead to better technical insight to
DSF envelope.

In the Figure 7 it is shown the difference between the test cases when considering the whole set of experimental
data. Total cooling load for the whole period, when the normal solar radiation (l,s) is higher than its mean value,
represents the differences between the test cases of apx. 40 kWh during two weeks. These are the differences in
cost to have a cooling unit running in order to maintain comfort conditions in the experiment room. However,

this requires an ideal AC-system that can react immediately to the conditions in the zone. Mean cooling loads in
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the experiment room are also given in the Figure 7, which demonstrates the difference in the dimensioning of the
cooling system if the results of one or another test case is used.

Total cooling load in exp.room Mean cooling load in exp.room
lhs>mean | l,s>Mmean |

Ins> mean |, - for the periods when
normal solar radiation is higher than
mean normal solar radiation

Load, kWh
SN

o

o

|

|
Load, kW

Tesﬂ case 1 Test dase
L N H L N H

Figure 7. Mean and total cooling load to experiment room for the whole set of experimental data.
The U-value of a window construction, generally, is higher than the U-value of wall construction, also the area
of windows in the DSF buildings is high, for example for ‘the Cube’ (when the outer skin of the DSF is

neglected):
W w
> AU, =26.06 " > AU, =14.329 "
Ay, Uy -area and U-value of a window in ‘the Cube’
A U, -area and U-value of a constructions in ‘the Cube’

Accordingly, the heat transfer through the DSF envelope is a significant part of the overall heat transfer in the
experiment room and therefore minor inaccuracy of the input parameters can lead to wrong estimation of the
energy use.

In this example, the authors have demonstrated the consequence of small errors present in a model when a
building with the DSF is simulated. It was shown that even small uncertainties in the thermal properties of
windows can be particularly significant for the simulation of energy performance in a DSF building. Hence, a
modeler must be certain to use the exact properties of the window construction in his model. In conclusion, it is
necessary to say that such a sensitivity of a small and simple model to the input data is exceptionally difficult to
work with in practice, as there is a high risk of generating poor results if the simulation model has not been
calibrated against experimental data. Also, one must bear in mind, that erroneous results in simulations of DSF
buildings are not caused by the wrong input data only, but also the assumptions made towards the
convective/radiative heat transfer, mass transfer etc. are very significant. Since these assumptions are very
difficult to decide on and there are no guidelines exist, then the assumptions must be empirically validated, as a
part of complete model. Empirical validation of each and every DSF model is time consuming and unrealistic in
practice. Therefore further work including both measurements and more detailed and robust simulation programs
are necessary.
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SUMMARY:

During recent years, attention to the double skin facade (DSF) concept has greatly increased. Nevertheless, the
application of the concept depends on whether a reliable model for simulation of the DSF performance will be
developed or pointed out. This is, however, not possible to do, until the model is empirically validated and its’
limitations for the DSF modeling are identified. Correspondingly, the existence and availability of the
experimental data is very essential.

Two sets of accurate empirical data for validation of DSF modeling with building simulation software were
produced within the International Energy Agency (IEA) Task 34 Annex 43. This paper describes the full-scale
outdoor experimental test facility “the Cube’, where the experiments were conducted, the experimental set-up
and the measurements procedure for the data sets. The empirical data is composed for the key-functioning
modes of a double skin facade: 1. External air curtain mode, it is the naturally ventilated DSF cavity with the top
and bottom openings open to the outdoor; 2. Thermal insulation mode, when all of the DSF openings are closed.

Available data sets consist of two groups of parameters, which were measured simultaneously. These are the
parameters of boundary conditions and the parameters that reflect the DSF performance. The boundary
conditions include the climate data, e.g. wind profile, outdoor temperature etc. Parameters of the DSF
performance discussed in the paper are: temperature gradients in the DSF cavity, mass flow rate in the naturally
ventilated cavity, surface temperatures, etc.

1. Introduction

The DSF concept is relatively young and belongs to the dynamic building systems, which act in unison with
weather variation, taking the benefits from the outdoor climatic conditions. The DSF concept carries the notion
of transparency, openness and intelligence, which are highly appreciated together with the concept’s advantages,
if well designed, in improving the acoustics, providing daylight and being energy efficient.

The design, dimensioning and application of DSF must be carried out meticulous, as insufficiencies will lead to
an increased energy use (mainly for cooling) and inferior indoor climate. However, standard tools for designing
conventional buildings are not sufficient enough when designing a DSF, as it requires results from detailed
dynamic simulations.

In the literature one of the main problems reported regarding DSF modeling and simulations are the absence of
experimental data (Gertis 1999, Saelens 2002). Most of the mathematical models have not been validated against
empirical data and require an expert knowledge in the physics of DSF to perform the simulations. Consequently,
the degree of confidence in the simulated results is rather low. There is a lack of systematic literature or
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guidelines on how to model DSF and what are the most suitable tools to use, most of this is caused by the lack of
empirical validations.

Still, DSF solutions are being proposed in the building design and erected, resulting in poor indoor climate and
unnecessary energy use. It is therefore critical to expand knowledge about dimensioning of DSF buildings, to
obtain some tools, which can help to optimize the performance of DSF systems.

To address the problem of lacking experimental data a wide range of measurements has been carried out in an
outdoor, double-skin fagade full-scale test facility ‘the Cube’. This work has been conducted in the framework of
IEA SHC Task 34 /ECBCS Annex 43 “Testing and Validation of Building Energy Simulation Tools”.

2. Ventilation modes

According to the literature, there are many classification schemas exist for describing the DSF performance
(Poirazis 2004, Loncour et al., 2004). However, focusing on the energy performance and flow path in the double
skin fagade, the DSF classification according to the ventilation principle is being used, as in Loncour et al.,
(2004):

B. E.

Figure 1. Classification of DSF according to ventilation principle. A- thermal insulation, B-external air curtain,
C- preheating mode, D- exhaust mode, E-internal air curtain.

Due to the extremely time consuming and complex procedure involved in operating and data processing, only
two ventilation modes were tested:

o External air curtain; (01.10.2006 — 15.10.2006)
e Transparent insulation mode/thermal buffer. (19.10.2006 - 06.11.2006)

MODE 1: External air curtain mode. The external operable windows at the top and bottom of the cavity were
open, the air entered the DSF at the bottom of the cavity, it was heated while passing through the DSF cavity and
then, released to the external environment, carrying away some amount of the solar heat gains. The flow motion
in the cavity was naturally driven.

MODE 2: Transparent insulation mode. All the openings were closed. The principle of this mode is the same as
of the conventional window. Air in the DSF cavity is heated to the temperature higher than the outside
temperature, this decreases the radiant heat exchange between the internal window surface and the adjacent
room.

3. Experimental test facility

“The Cube’ is an outdoor test facility located at the main campus of Aalborg University. It has been built in the
fall of 2005 with the purpose of detailed investigations of the DSF performance, development of the empirical

test cases for validation and further improvements of various building simulation software for the modeling of

buildings with double skin facades in the frame of IEA ECBCS ANNEX 43/SHC Task 34, Subtask E- Double

Skin Facade.

The test facility is designed to be flexible for a choice of the DSF operational modes, natural or mechanical flow
conditions, different types of shading devices etc. Moreover, the superior control of the thermal conditions in
the room adjacent to the DSF and the opening control allow to investigate the DSF both as a part of a complete
ventilation system and as a separate element of building construction.

The accuracy of these measurements is justified by the quality of the facility construction: ‘the Cube’ is very
well insulated and tight.
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Figure 2. 'The Cube’ (left). Plan of 'the Cube’ (right).

“The Cube’ consists of four domains, which are named as: Double Skin Facade, Experiment room, Instrument
room and Engine room.

All openings of the double skin fagade are controlled and can be operated separately. The combination of open
openings defines the operative strategy of the DSF, see Figure 1. Depending on the mode of DSF performance, it
can function as a barrier for the solar heat gains, as an additional insulation, can preheat the air coming into the
occupied zone, etc. In any of the above cases, the DSF affects the thermal conditions in the experiment room.

The temperature in the experiment room can be kept constant, as there is a cooling unit installed in the engine
room and a ventilation system with the heating and cooling unit installed in the experiment room, Figure 3. In
order to avoid temperature gradients in the experiment room, a recirculating piston flow with an air speed of
approximately 0.2 m/s is used. This resulted in typical temperature gradient of approximately 0.02°C/m and
maximum of 0.1°C/m. The air intake for recirculation is at the top of the room, after the intake the air passes
through the preconditioning units of the ventilation system and then it is exhausted at the bottom of the room
through the fabric ke-low impulse ducts. Maximum power on cooling and heating unit is 10 kW and 2 kW
respectively.

Figure 3. KE-low impulse fabric ducts in the experiment room (left, centre), Ventilation system in the experiment
room (right).

Knowledge of solar radiation is crucial for the task of these experiments. However, in non-laboratory conditions
the ground reflected solar radiation depends on the surrounding of the test facility and therefore it can vary a lot.
For this reason, a large carpet was fixed on the ground from the side of the southern facade of ‘the Cube’ to
achieve uniform reflection from the ground. The size of the carpet ensures a view factor between the DSF and
the ground of approximately 0.5. Achieving of a reasonably higher view factor would require to double-up the
carpet size.

The fabric of the carpet was chosen so that it does not change reflectance property when it is wet due to its
permeability and have reflectance property of apx. 0.1, close to the generally assumed reflectance property of the
ground. The carpet is also seen in the Figure 2.

Absorption, reflection and transmission properties of all the surfaces in the DSF, experiment room and windows
were tested at the EMPA Materials Science & Technology Laboratory. This was also the case for the ground
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carpet. The information about the optical properties of the surfaces is available as a function of the wavelength,
in the wave length interval 250-2500nm.

4. Preliminary tests

A number of preliminary experiments were completed before the final experimental set-up. Preliminary
experiments were focused on improvements and “calibration” of the test facility, improvements of measurement
techniques and on best suitable positioning of equipment.

The air tightness of “‘the Cube’ was measured during construction, insulation and air tightening of the test
facility, before and after installation of the experimental setup to ensure the tightness. The final infiltration rate
was 0.3 h™t at 100 Pa. Transmission heat losses were estimated for two set points, when the difference between
the air temperature in the test room and outdoors was 16°C and 21°C resulting in a heatloss of 0.26 W/(m%C).
These tests have confirmed that ‘the Cube’ is extremely tight and well insulated.

5. Experimental data sets

5.1 Measurement conditions

Duration of each experiment was approximately 2 weeks and started in fall 2006. Since the autumn/spring
season represents the most complete spectrum of the DSF performance, the experiments were carried out in
autumn. Contrary to summer, climatic conditions in early autumn (or late spring) are more inconsistent, there are
many periods with large cloud cover of the sky, while the solar radiation intensity with the clear sky can still be
relatively strong, the temperature variation between day and night time is more considerable and, consequently
the day time periods may lead to significant solar heat gains, while the night time periods may lead to significant
heat losses if the DSF performance has not been optimized.

The air temperature, air flow rate in the cavity and, correspondingly, the amount of surplus heat gains removed
with the cavity air are the main measures of the double skin facade performance, and also it can be used as a
measure for validation of a building simulation tool for modeling of a DSF performance. The air temperature in
the experiment room of ‘the Cube’ was kept uniform and constant at approximately 22°C to minimize the
influence of the interior environment on DSF performance.

Both, the interior and exterior environment define the boundary conditions for the DSF, and the detailed
knowledge of those was essential for further application of the experimental results and evaluation of the DSF
performance.

The surplus solar gains into the experiment room were measured indirectly, by assessment of the total cooling
power delivered to the experiment room in order to keep the air temperature constant. All of the equipment in the
experiment room, which function as a heat source, was connected to the wattmeter to keep track of all loads and
losses in the room.

5.2 Boundary conditions

5.2.1 Wind speed, wind direction and mean wind speed profile

The natural wind speed varies in time and space, the character of its variation is highly random and the wind
flow is highly turbulent. At the same time, the wind speed is one of the main contributors to the natural
ventilation flow.

The change of the mean wind velocity depending on height and intervening terrain is expressed through the
mean wind speed profile. Once the mean wind speed profile is identified based on a wide spectrum of wind
velocities and wind directions with a substantial number of measurement points, then the wind profile turns to be
one of the characteristics of the test facility.

Experimental data for the vertical wind speed profile covers a measurement period from 1% of June 2006 until 1°*
of January 2007. This period includes various wind directions and wind speeds. Wind velocity and wind
direction was measured in six points above the ground in order to build a vertical wind profile. Both 2D and 3D
ultrasonic anemometers were placed on the mast in the centre line of the building, 12m away from its South
fagade (Figure 4). The sampling rate was 5 Hz.
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Figure 4. Wind mast in front of 'the Cube' (left). Positioning of equipment on the mast (right).

5.2.2 Outdoor air temperature, air humidity and solar radiation

Outdoor air temperature was measured using two thermocouples type K at the height of 2 m above ground. Air
humidity of the outside air was measured continuously for completing the list of required climate data
parameters for building simulation tools. Outside air humidity was measured every 10 minutes.

For purpose of weather data assembling two pyranometers were placed horizontally on the roof of ‘the Cube’.
BF3 pyranometer measures Global and Diffuse solar irradiation on the horizontal surface. Another pyranometer,
Wilhelm Lambrecht, measures only Global solar irradiation on the horizontal surface and was placed on the roof
for control of BF3-readings. In the Table 1, the weather boundary conditions are divided into two groups,
corresponding to each test mode.

Table 1. Weather conditions during the experiments.

MODE Mean outdoor air Mean wind  Mean diffuse solar irradiation ~ Mean total solar irradiation
temperature speed on horizontal on horizontal
°C m/s w/m? W/m?
1 12.5 3.6 91* 175*
2 9.6 5.2 58* 89*

* Mean for solar irradiation is given only for the periods with sun.

5.2.3 Air temperature and vertical temperature gradient in the DSF cavity

Direct solar radiation is an essential element for the fagade operation, but it can heavily affect measurements of
air temperature and may lead to errors of high magnitude using bare thermocouples. A number of tests were
carried out preliminary to the experiments, where various techniques were investigated on their ability to shield
thermocouples from direct irradiance, in order to achieve an accurate and reliable way to measure the air
temperature reducing the error caused by radiation (Kalyanova et al., 2007). As an outcome of these tests, all of
the thermocouples placed free in the DSF cavity were protected: thermocouples were coated with silver, shielded
from direct solar radiation by a silver-coated tube, which was continuously ventilated by a minifan, see Figure 5.
The air temperature in the DSF cavity was measured at six different heights in the centre line of the cavity. The
measurements were carried out with the sampling frequency 5Hz and averaged for every 10 minutes.

The dimensionless air temperature was used to investigate the vertical temperature gradients in the DSF cavity,
the definition of it is given in equation 1.

155



Session M4A - Air Flow in Windows Building Physics 2008 - 8th Nordic Symposium

Figure 5. Experimental setup: testing of shielding techniques for air temperature measurements under direct
solar access.

t, -t
tim = 2 Q)
ti - to
th - temperature in the DSF cavity at the height h, °C
to - outdoor air temperature, °C
t - indoor air temperature (in the experiment room), °C
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(*) all - complete set of experimental data
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radiation
(@) 1=0 - corresponds to the period without solar
radiation
(&) I>lg - corresponds to the period with solar
radiation higher than mean
— - blue line illustrates the situation when the

air temperature in the DSF at the height
0.2m assumed to be the same as inlet
(outdoor) air temperature
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Figure 6. Silver coated ventilated tube for shielding a thermocouple from solar radiation (left). Dimensionless
temperature gradient in the DSF cavity in the MODEL1 (right).

For all sections the measurements at the bottom of the cavity were at the height of 0.1m above the floor. Looking
upon the dimensionless profiles (Figure 6) it is possible to observe that the air temperature measured at the
bottom of the DSF is relatively high. This is likely to be an experimental error. If the inlet air temperature is
assumed to be the same as the outdoor air temperature, then it is reasonable to approximate the dimensionless air
temperature in the centre of the inlet opening to zero (at the height 0.2m), which is illustrated with a blue line.

5.2.4 Surface temperature of the glazing

Measurement of glazing surface temperature was performed in the centre of a glazing pane for each large
window section. The temperature was measured at: the internal surface of the inner window (ii), the external
surface of the inner window (ei), the internal surface of the outer windowpane (ie).

This measurement was conducted with sensors shaded from direct solar access. Continuous shading of the
thermocouple sensor at the inner pane (ie) was ensured by a thin aluminium foil fixed around the sensor at the
external surface. As a result, the foil shaded both a sensor at the external (ie) and internal (ii) surfaces. The
thermocouple at the internal surface of the outer pane (ei) was shaded in a similar way by a piece of aluminium
sticky tape on the external surface of the outer pain.

5.2.5 Mass flow rate in the DSF cavity

Assessment of the air change rate is crucial for the evaluation of indoor climate and the performance of a double
skin fagade. As a result, the air change rate repeatedly becomes a target for measurement, prediction and
simulation. In the meantime, the air flow occurred in the naturally ventilated spaces is very intricate and
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extremely difficult to measure. The stochastic nature of wind and as a consequence non-uniform and dynamic
flow conditions in combination with the assisting or opposing buoyancy force cause the main difficulties. There
were three techniques used for the air flow measurements, but only two of them were successful:

Velocity profile method. This method requires a set of anemometers to measure a velocity profile in the opening,
and then the shape of the determined velocity profile depends on amount of anemometers installed. Instead of
placing equipment directly in the opening in the case of the double skin fagade, it can be placed in the DSF
cavity, where the velocity profile can be measured in a few levels instead for one.

Tracer gas method. This method requires the minimum amount of measurements and equipment, but it is
characterized with frequent difficulties to obtain uniform concentration of the tracer gas, disturbances from the
wind washout effects and finally with the time delay of signal caused by the time constant of gas analyzer. The
constant injection method (Etheridge, 1996) was used in the experiments.

Tracer gas method

welocity profile method
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Figure 7. Mass flow rate measured in the DSF cavity with the tracer gas method (left), velocity profile method
(right) and illustrated as a function of the wind speed. MODE 1.
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Figure 8. Mass flow rate measured in the DSF cavity with the tracer gas method (left), velocity profile method
(right) and illustrated as a function of dimensionless temperature in the cavity. MODE 1.

In the Figure 7 and Figure 8, it is illustrated that the major part of experimental data is available for the wind
dominated driving forces, although it is common to assume that the mass flow rate in a double-skin fagade cavity
is buoyancy driven. The wind impact is present even for the periods with relatively strong solar radiation.

Both of the measurement methods have sources of errors and comparing their outputs have some level of
disagreement. However, the natural air flow phenomena is very complex and this results is the best
approximation to the long time monitoring of natural air flow phenomena and can be used for experimental
validation of numerical models of natural ventilation air flow, for more information see Kalyanova (2007).
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5.2.6 Power loads in the experiment room

One of the main targets of this experimental work was to accurately estimate solar gains and heat losses by the
room adjacent to the double skin fagade, as these parameters independently reflect the performance of the DSF
cavity. Their independence is assured by the minimized influence of the experiment room on the DSF
performance, as the thermal conditions in the room were kept constant, no regulation of the window openings
used and no shading devices installed, building is very well insulated and air tight, the air tightness of the
building, the transmission heat losses are known and all influencing climate parameters were measured.

Water was used in the cooling unit of the ventilation system. With the purpose to avoid the condensation on the
surface of the surface of the cooling unit, the minimum water temperature was set to 12°C. The difference
between the supply and return water temperature from the cooling unit in the experiment room was measured
using one thermocouple type K with a maximum uncertainty of 0.1°C. The mass flow of the water supplied to
the cooling unit was measured with a water flow meter MULTICAL from Kamstrup, which measures in a range
from 0 to 1 kg/s and calibrated to an uncertainty of +0.1% of the reading. Both the temperature difference and
the water mass flow were collected by Helios data logger at a frequency 0.1 Hz.

The heating unit in the ventilation system was rarely activated, as in most cases, the additional heating load from
the fan of the ventilation system in the experiment room ensured a sufficient cooling load. To keep a track on all
loads to the experiment room, including the heating unit, all equipment in the room was connected to a
wattmeter. The accuracy of the device was 0.1% of the reading (2.6 kW).

6. Summary

The details about the experimental test facility and experimental set-up, described in this paper, provide a good
foundation for empirical validation of thermal building simulation tools for modeling double-skin fagade
buildings. In this work, extensive studies of the mass flow rate and air temperatures in the cavity and adjacent
zone are supported with detailed information on the input parameters for a building thermal simulation tool. The
generally rare experimental data for the DSF-buildings, containing results of the mass flow rate measured in a
naturally ventilated are especially unique.

The experimental methods used for measurements do have sources of errors; the experimental results are limited
in time and available only for certain boundary conditions. Nevertheless, the availability of these results are very
important for further research within the DSF concept. Also, the results are usefull for further improvement of
building simulation tools and models when predict the performance if the double-skin facade.
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SUMMARY:

Wind-induced convection at the exterior surface of specific building components or constructions has a
noticeable effect on the heat transfer in the building envelope. Hence a proper knowledge of the convective heat
transfer coefficients (CHTC) can improve the accuracy of numerical heat transfer modeling. In this paper, the
forced CHTC on the surfaces of a cubic building is studied with CFD. Steady RANS (Reynolds-Averaged Navier-
Stokes) simulations provide, for each facade, correlations of the surface-averaged transfer coefficient with the
wind speed at a height of 10 m. These are compared with existing correlations. Results show a distinct variation
of the values of the coefficient over the facade and significant differences are found between the surface-
averaged transfer coefficients of the facades. RANS simulations are also compared with unsteady simulations
with the Detached-Eddy Simulation (DES) model. The predicted transfer coefficients for DES and RANS are
found to differ both in magnitude and distribution over the facades. Significant differences are found for the
value of the CHTC on the windward facade which is partially attributed to the rather simplified inlet conditions
that are used for DES. Nevertheless, a good similarity is found in the distribution over the windward facade for
all models. In contrast to RANS, DES does incorporate the unsteady nature of the separated flow in the
distribution of the heat transfer coefficient. This is clearly manifested in a more uniform and relative high CHTC
on the leeward facade.

1. Introduction

The air flow along a building facade, due to wind and buoyancy effects, can have a significant effect on the heat
transfer in the building envelope. This convective heat transfer is usually modeled by CHTCs which are readily
used in hygrothermal analysis of building components or building energy calculations. They represent the major
part of the overall exterior heat transfer coefficient, which also includes the radiative heat transfer coefficient,
and consequently the CHTC will also affect the equivalent outside temperature. The CHTC is particularly
relevant, under strong winds, for structures or building components that have a low thermal resistance such as
glazed facades, greenhouses and solar collectors. For forced convection, these transfer coefficients are dependent
on factors such as the wind speed, wind direction, surface roughness and the facade location. Nevertheless,
CHTC:s are generally reported as empirical correlations that are only a function of the wind speed measured at
some distance from the surface, at a meteorological station or at a certain distance above the roof top. Usually,
linear or power-law relationships are reported. These coefficients are generally taken to be uniformly distributed
over the entire facade. The effect of wind direction is mostly taken into account by classifying it as windward or
leeward, which is a rather crude approximation.

A lot of research on CHTCs was done by laboratory experiments on flat plates and some correlations were
derived (Jiirges 1924). For building applications, these correlations somehow lack physical similarity regarding
the flow pattern. Moreover, these studies correlate the CHTC with the free-stream velocity along the plate which
makes it difficult to relate the obtained correlations unambiguously to a velocity near the building surface. In
most cases, the velocity near the building surface with which the CHTC is correlated is arbitrarily chosen.
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Wind-tunnel experiments on cubes placed in a turbulent boundary layer have proven that a distinct variation of
the CHTC can be noticed over each facade (Chyu and Natarajan 1991, Meinders et al. 1999, Nakamura et al.
2001, Nakamura et al. 2003), together with a dependency on wind direction. Although these experiments provide
valuable information regarding the CHTC distribution, they were mostly carried out for rather thin turbulent
boundary layers and at relatively low Reynolds numbers, compared to those encountered for real buildings.

Correlations were also obtained by full-scale experiments on buildings (Ito et al. 1972, Sharples 1984, Loveday
and Taki 1996, Liu and Harris 2007). These however only provide data at a limited number of facade locations
and inherently incorporate the effect of building geometry and the surroundings in the resulting correlations.
Despite their limitations, the resulting correlations have been used for years in many design guides and building
energy simulation programs. More detailed information on the CHTC distribution on building facades could
contribute to the accuracy of the numerical models that use it.

Apart from experimental work, Computational Fluid Dynamics (CFD) work was also done to assess the effect of
wind on the heat transfer at building facades (Emmel et al. 2007). In building aerodynamics, steady Reynolds-
averaged Navier-Stokes simulations are commonly used to model air flow, combined with wall functions to take
care of the boundary-layer region because of the low computational cost. The use of steady RANS however
implies the complete modeling of turbulence by which none of it is actually resolved. Moreover the unsteady
character of the flow is not taken into account which has proven to lead to unsatisfactory predictions of the flow
field (Murakami 1993, Murakami et al. 1996, laccarino et al. 2003), and consequently of the CHTC. The flow
unsteadiness is manifested by a periodic vortex shedding phenomenon in the wake of the building which affects
the heat removal from the building facades. The unsteady behaviour can be modeled by using unsteady RANS
(URANS) or more advanced turbulence modeling techniques, such as the Detached-Eddy Simulation (DES)
model (Spalart et al. 1997), which is a hybrid RANS/LES (Large-Eddy Simulation) turbulence modeling
technique. It uses RANS to take care of the near-wall region and switches to LES in the core region of the flow.
LES implies resolving the large-scale, energy-containing eddies while the small-scale eddies are modeled by a
subgrid-scale model. For more detailed information on the DES model, the reader is referred to Spalart et al.
(1997) and Spalart (2001). Unsteady simulations could provide more realistic information regarding the transfer
coefficients. Another important issue is the use of wall functions, with which the lower part of the boundary
layer is modeled instead of resolved. Since the major part of the boundary layer‘s thermal resistance is found in
this region, wall functions should be avoided when considering heat transfer (Murakami 1993). Instead of wall
functions, low-Reynolds number modeling can be used.

In this paper, CFD is used to assess the CHTC distribution on the facades of a cubic building, placed in an
atmospheric boundary layer. Steady RANS simulations are performed and correlations of the surface-averaged
CHTC with the wind speed are provided for each facade. They are compared with existing empirical
correlations. Moreover, the variation of the local transfer coefficients over the facade is presented. Afterwards,
the steady simulations are compared with unsteady simulations with DES. The inlet conditions for DES are
however specified in a rather simplified way. The influence of the latter on the results is discussed.

2. Numerical model

2.1 Geometry and boundary conditions

The building is a cube with a height of 10 m. The size of the three-dimensional computational domain is
determined according to the guidelines by Franke et al. (2007) and is presented in Figure 1. A blockage ratio of
1.5 % is obtained, which is sufficiently low (Baetke et al. 1990). At the inlet of the domain, an atmospheric
boundary layer is imposed. This boundary layer can be described by a vertical profile of the mean horizontal
wind speed which is represented by a logarithmic law together with profiles for turbulent kinetic energy and
turbulent dissipation rate (Richards and Hoxey 1993):

U(z) = uAiln(ZJr_ZO)
K z,
k =3.3u,p (1)
_ UapL’
K(z+z,)
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where uABL* is the friction velocity, k is the von Karman constant, z is the height above the ground and z; is the
aerodynamic roughness length. The friction velocity is linked to a reference wind speed Uy, taken at building
height (H = 10 m). The roughness of the Earth’s surface is taken into account by the parameter z,, for which a
value of 0.03 m is chosen. This value corresponds to a land surface with low vegetation and isolated obstacles
(Wieringa 1992). Wind is blowing perpendicular to the windward facade. Since the Spalart-Allmaras model and
the DES model only solve for turbulent viscosity, appropriate values for this parameter at the inlet of the domain
are derived out of the turbulence parameters defined in EQ. 1. It has to be noted that these inlet boundary
conditions for DES are rather simplified since the inlet profile somehow lacks “LES content” (random eddies)
associated with the atmospheric boundary layer. Only the turbulent viscosity profile is provided to the subgrid-
scale Spalart-Allmaras model in the LES regions and a steady wind speed profile (EQ. 1) is imposed at the inlet.
This simplification can have an influence on the results, as will be discussed later in the paper. There are more
accurate but complex ways to provide better inlet conditions (Kondo et al. 1997, Bechmann 2006). Furthermore
a zero static pressure is imposed at the outlet.

Wind
direction

FIG.1: Computational domain and grid (H = building height).

For the lateral boundaries, symmetry boundary conditions are generally used (Franke et al. 2007), which assume
that the normal velocity component and the normal gradients at the boundary are zero, resulting in flow parallel
to the boundary. Since this type of boundary does not allow any flow through the boundary, periodic boundaries
seem more appropriate if the unsteady character of the wake is to be taken into account. These boundary
conditions are used when the expected flow pattern has a periodically repeating nature and boundaries are treated
as if the two opposing planes are direct neighbours of one another.

For the top boundary, symmetry boundary conditions are used. We note that other ways to model the top
boundary in a more optimised way have been reported by Blocken et al. (2007). This is however considered less
important in the present case, since a relatively short upstream fetch is considered.

The ground boundary and the surfaces of the building are modeled as no-slip boundaries. The surface roughness
values cannot be specified for these boundaries due to the near-wall modeling technique that is used to resolve
the boundary-layer region. This will inevitably introduce streamwise gradients in the vertical profiles of mean
wind speed and turbulence quantities (Blocken et al. 2007).

The surfaces of the building are heated with a constant temperature of 20°C whereas the temperature of the
approach flow is set at 10°C and the ground is taken adiabatic. This boundary condition is a rather crude
simplification of the reality since the specific wall composition of the building is not modeled. Taking into
account the wall itself would invoke dynamic heat transfer by conduction in the wall which would markedly
increase the time frame that should be dealt with in the unsteady simulations. Moreover, the influence of
geometric effects (thermal bridges) would be included in the CHTC. The CHTC itself is defined as:

Qv = hc (TW - Tref) (2)

where q, is the heat flux at the wall, Ty, is the surface temperature and for T, the temperature of the approach
flow (10°C) is chosen.
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2.2 Spatial and temporal discretisation

The required spatial resolution of the control volumes is dependent on the turbulence modeling technique that is
used, namely steady RANS or (unsteady) DES and on the treatment of the boundary-layer region for which low-
Reynolds number modeling is used in this study. Low-Reynolds number modeling implies a sufficiently high
cell density in the wall-normal direction of the boundary layer in order to resolve it appropriately, in contrast to
wall-function modeling, in which the lower part of the boundary-layer region is modeled, i.e. approximated.
Low-Reynolds number modeling however results in a high cell density in the near-wall region and consequently
increases the computational cost. These grids typically require a non-dimensional wall distance (y") of about 1
(Franke et al. 2007). Moreover, an expansion ratio between two consecutive cells of 1.3 or less should be
respected in the wall-normal direction (Franke et al. 2007) to provide sufficient resolution in the near-wall
region. The computational grids that are used all have a y" value below 3 and in most regions not exceeding 1.
An expansion ratio of 1.25 is used in the near-wall region.

Apart from the near-wall region, the required grid resolution in the remainder of the computational domain has
to be determined. For the RANS simulations, an appropriate grid is built up according to general RANS practice,
based on a grid sensitivity analysis. It is a hybrid grid (hexahedral and prismatic cells) consisting of about 1.6
million cells. For DES, other grid requirements have to be fulfilled (Spalart 2001). The most important feature is
the choice of a grid spacing A, defined as the largest dimension of a grid cell. It determines the spatial resolution
and thus the length scale of DES and should prevail over a specific region close to the building which is called
the focus region. It is the region from which particles can still propagate to the flow region of interest. In this
case, this region is near the building surfaces. Hence the region will surely contain all of the recirculation
regions. It has to be stressed that there is no stringent guideline for choosing A and therefore simulations are
performed with the original RANS grid and also with a grid which has an increased grid resolution in the wake
of the building resulting in a grid of about 1.9 million cells. It has to be noted however that grid refinement will
extend the range of scales that is resolved. Although discrepancies are found between the results of these grids
on the leeward facade, the overall similarity is satisfactory. Results are reported for the finer grid. This grid has a
A value of about 0.8 m in the wake of the building. Closely related to the spatial discretisation is the temporal
discretisation for unsteady simulations. Both are related by the CFL (Courant-Friedrichs-Levy) number:

CFL = “TN 3)

where u is a characteristic velocity in the cell, At is the time step and d is a characteristic cell dimension. Time
steps resulting in CFL numbers of 1 are suggested (Spalart 2001), based on A and the maximal velocity in the
focus region, which is however only a guideline.

2.3 Numerical simulation

The simulations are performed with the CFD package Fluent 6.3, which uses a control volume method. In the
RANS simulations, a modified version of the two-equation k-& model is used, namely the realizable k-¢ model
(Shih et al. 1995), to model turbulence in the core flow together with low-Reynolds number modeling for the
near-wall region. For this, the one-equation model of Wolfshtein (1969) is used. Moreover, the one-equation
Spalart-Allmaras RANS model is also evaluated which is used to model both core flow and near-wall region.
This is done for comparison with DES, in which the Spalart-Allmaras model is used as a RANS model in the
near-wall regions and as a subgrid-scale model for LES in the core flow. Second-order discretisation schemes are
used throughout except for the momentum equation in DES where a bounded central-differencing scheme
(Fluent 20006) is used. The SIMPLE algorithm is used for the pressure-velocity coupling. For the unsteady
simulations, second-order implicit time stepping is used. It has to be noted that only forced convection is taken
into account and buoyancy effects or radiation are not considered in the simulations.

3. Results and discussion

3.1 Steady simulations

First, the results of the steady simulations, which are only performed with the realizable k-& model, are
discussed. Several wind speeds are evaluated in order to obtain correlations of the CHTC with the wind speed at
a height of 10 m, which is in general available from measurements at a meteorological station. The chosen

162



Session M4A — Air Flow in Windows Building Physics 2008 - 8th Nordic Symposium

reference wind speeds, at a height of 10 m, are respectively 0.05, 0.5, 2.5 and 5 m/s. This results in Reynolds
numbers, based on the building height and the reference wind speed, of about 3.5 x 10* to 3.5 x 10°. The use of
rather low wind speeds originates from the required grid resolution in the boundary-layer region which is
necessary for low-Reynolds number modeling. Using a lower wind speed to determine the correlations gives a
noticeable reduction of the grid resolution in the near-wall region. Since only forced convection is accounted for,
the air flow field will not be affected by buoyancy effects at such low speeds.

The correlations for the surface-averaged CHTCs, obtained by numerical simulations, are presented in Figure 2a
for the different facades of the building. In Figure 2b, the surface-averaged coefficient of the windward facade is
compared with correlations at several distinct locations on that facade. It should be noted that the numerical
simulations only provide data for wind speeds up to 5 m/s. Correlations are obtained by fitting the data for which
a power-law relationship gives the best fit and are presented in Table 1. These correlations are then extrapolated
to higher wind speeds which are commonly encountered at that height. It is clear that there is not only a distinct
variation of the transfer coefficient over the different facades but even a large variation can be noticed over a
specific facade. The highest heat transfer coefficients are found at the windward facade.
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FIG.2: (a) CHTC correlations for different facades, (b) CHTC correlations on various locations on the
windward facade.

The correlations are compared with the existing correlations for windward and leeward facades in Figure 3. For
the windward facade, a large spread can be found on the correlations but the results give a very good agreement
with the correlation of Sharples (1984) for the edge site and with that of Emmel et al. (2007). This is believed to
be rather coincidental since considerable differences exist between geometry and boundary conditions for these
cases. For the leeward facade, the results give somewhat lower values. It has to be noted that most existing linear
correlations use an intercept to account for buoyancy effects at low wind speeds.

Table 1: Surface-averaged CHTC correlations (JW/m2K]) for various facades

Windward facade Leeward facade Side facade Roof top
Sharples (1984) h, cenre = 14030 +6.5 he centre =1.4U; o +4.4
h; egee =2.9U;5 +5.3 h; egee =1.5Uj +4.1
Liu and Harris (2007) h, =1.53U;,+1.43 h, =0.90U,, +3.28
Emmel et al. (2007) h, =5.15U0 h, =3.54U7;°
Present study h, =5.16U%% h, =2.520%® h, =2.99U%®  h, =4.050%%
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FIG.3: (a) CHTC correlations on windward facade, (b) CHTC correlations on leeward facade.

3.2 Unsteady simulations

In this section, the results of unsteady simulations with the DES model are compared to those of steady RANS
simulations, for which the Spalart-Allmaras model is also evaluated. For these simulations, only a reference
speed of 0.5 m/s is used. A time step of 5 seconds is chosen, resulting in CFL numbers below 5 in most parts of
the focus region, which includes the recirculation zones at the side walls and roof top and a part of the wake of
the building. Here, the CFL number is based on the wind speed in the cell and the third root of the cell volume.
The typical periodic vortex shedding phenomenon is noticed for the unsteady simulations with a Strouhal
number of about 0.3, based on the reference wind speed and the building height. The flow quantities are
averaged over 50 vortex shedding cycles.

In Figure 4 and 5, the distribution of the CHTC along the different facades is given. In general, significant
differences are found for the transfer coefficients, both in magnitude and in distribution. Since heat transfer is
taken care of in the same way for the Spalart-Allmaras model and the realizable k-¢ model, the main reason for
the differences are attributed to the way the flow field is solved. Although it is obvious that the different
turbulence modeling techniques will give different results in regions of flow separation and recirculation, it is
remarkable that large differences are even found for the windward facade. Validation (Blocken 2004) of the flow
field around a cube placed in a turbulent boundary layer showed that the realizable k-¢ model performed well in
predicting the flow field in front of the cube. This is an argument to believe that this model will also provide an
accurate prediction of heat transfer for the windward facade. The upstream flow for this model noticeably differs
from that of the Spalart-Allmaras model and the DES model. The difference between the two RANS models
could be attributed to the degree of complexity of the used turbulence model, the Spalart-Allmaras being only a
one-equation turbulence model. However, a remarkable similarity of the upstream flow and of the CHTC
distribution is found for Spalart-Allmaras and DES. This similarity seems to be a result of the lack of “LES
content” in the approach flow of DES by which DES tends to react more like its subgrid-scale model. A rapid
decay of the turbulence imposed at the inlet is also noticed, which seems to support this assumption.
Consequently, lower heat transfer coefficients are found for DES although the overall distribution over the
windward facade is quite similar to that of the two RANS models that are evaluated. There are other ways to
provide inlet conditions for the LES regions of the DES model, as was mentioned above. The use of these
methods could provide more realistic predictions of the CHTC but will require an additional computational
effort.

Despite the disparity between the different models, some interesting features stand out with respect to the
unsteady simulations. Regarding the leeward facade, the DES model shows a more uniform distribution of the
heat transfer coefficient and relative high values are found for this facade compared to the other facades, in
contrast to simulations with steady RANS. This is probably due to the unsteady character of the flow in the
wake, namely the periodic vortex shedding, which enhances heat transfer on the leeward facade. The latter can
also be noticed in Table 2, where the contribution of each facade to the total heat loss of the building is
presented for all simulations. Moreover, a relatively lower heat loss is found for the roof top for the DES model.
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This is attributed to the absence of flow reattachment on this surface. It has to be noted however that, apart from
the windward facade, the use of simplified inlet conditions for DES can also have an influence on the CHTC

predictions of the other facades.
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FIG.4: CHTC distribution along vertical plane
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Table 2: Percentage of amount of facade heat

loss to total heat loss for different facades of the building

Windward facade = Leeward facade Side facade  Roof top
RANS - realizable k-¢ model 29 14 17 23
RANS — Spalart-Allmaras model 27 17 17 22
DES — Spalart-Allmaras model 28 25 16 16

4. Conclusion

In this study, the effect of wind-induced convection at the exterior surfaces of a cubic building is investigated
with CFD. Regarding the steady RANS simulations, the results show a distinct variation of the transfer
coefficient over the facade and also a significant difference is noticed between the surface-averaged transfer
coefficients of each facade. The correlations agree well with existing correlations despite the considerable
differences in geometry and boundary conditions with the latter. Power-law relationships provide the best fits
with the simulations. Unsteady simulations with the DES model show large discrepancies with the RANS
models but discrepancies also exist between the two evaluated RANS models themselves. These differences are
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related to the prediction of the flow field around the building and, for DES, some of them might be attributed to
the simplified inlet conditions that are used. Nevertheless, unsteady simulations can provide valuable
information regarding the influence of unsteady flow features on the heat transfer. The unsteady nature of the
wake leads to relative high CHTCs and a uniform distribution on the leeward facade, compared to RANS
simulations. No reattachment is found at the roof top for the DES model, which results in lower heat transfer
coefficients. It is shown that if CFD is to be used for the prediction of the CHTC, it is important to acknowledge
the limitations of the numerical modeling techniques that are used since significant differences can be found for
these different techniques.
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SUMMARY:

Indirect evaporative cooling (IEC) is an interesting passive cooling technique in which water is sprayed over the
return air in the secondary channel of a heat exchanger. By combined heat and moisture transport this air cools
down. At the same time fresh outdoor air is cooled indirectly by passing over the other path of the heat
exchanger. To assess the performance of this technique a 1D stationary model of a wet surface heat exchanger
was developed in order to calculate the outlet conditions of the system. First validation experiments in an
installation in operation showed that modelling results agree well with measured data. The recirculated water in
the second part of the heat exchanger was heated up and showed to have a non-negligible influence on the
temperature of the exhaust air. Using the developed model the influence of different parameters on the
effectiveness is studied and it was found that the air flow rate and ratio, together with the heat transferring
surface are the most important.

1. Introduction

Asthe internal loads are increasing due to e.g. computer equipment and lighting, the use of mechanical
refrigeration units is growing (JRAIA, 2007) and passive cooling techniques are becoming more and more
important in the last years. The main drawback of active cooling systems is their large energy consumption and
their significant contribution to the emission of greenhouse gases. Contrary to air conditioning, passive cooling
techniques may provide cooling with more limited environmental impact.

Two types of evaporative cooling systems can be distinguished. In a direct evaporative cooling installation
(DEC) the supply air to the building is directly humidified. In an indirect evaporative cooling system (IEC) a
secondary air flow is cooled by adiabatic humidification using sprayed water. In an air to air heat exchanger this
air cools down the supply air to the building. Fresh outdoor air or return air from the building can be used as
secondary air. The system generally uses a plate heat exchanger although also tube heat exchangers have been
reported (Chen et al., 1991). The advantage of doing so is that in contrast to direct evaporative cooling the
moisture content of the primary air is not increased. This leads to a more comfortable indoor climate and fewer
problems, e.g. mould and condensation, are expected. As the return air is humidified in an indirect evaporative
cooling installation, a clear interaction can be observed between the indoor humidity and the thermal
performance of the technique. Advantages of indirect evaporative cooling are its low energy consumption and
easy maintenance. The technique performs best in dry hot areas although the potential in most locations in
Europe is also good because of the moderate humidity during summer. It is most appropriate in buildings with
relatively small cooling loads. The technique has a good peak performance, during moderate periods the
achieved cooling amount is limited (Steeman et al. 2007)

In this paper first a literature survey of existing models is presented. A 1D stationary model of a wet surface heat
exchanger was developed to calculate the outlet conditions of an indirect evaporative cooling installation. By use
of the model in TRNSYS (2004) a validation against experiments in an installation in operation is performed and
an explanation for the deviations between the results is given. Furthermore the different parameters which have
an influence on the effectiveness of indirect evaporative cooling are evaluated.
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2. Stateof theart

As the return air is wetted in the secondary channel of a heat exchanger (HX), the air is cooled by combined heat
andmass transport. By flowing over the other side of the heat exchanger, the primary air is cooled sensibly by
heat transport (conduction and convection) over the plates. This modified type of heat exchanger is also known
as a wet surface heat exchanger (Fig.1).

Outdoor air g5 1 ——» Primary air /I\ ——» 05,2 Supply air

/
Exhaust air gy 2 «——— Secondary air \élat «+—— 0Or1 Rewrnair
' Qsens '

FIG. 1: Schematic principle of indirect evaporative cooling

The effectiveness of a wet surface heat exchanger can be written as the ratio between the depression of the
supply temperature and the maximum possible temperature change in the supply air (Eq.1). The supply air can
cool down at most to the wet bulb temperature of the returfi,aivMleasurements in two installations in

opeaation showed that an indirect evaporative cooling installation has a constant effectiveness (Steeman et al.
2007). This means the effectiveness is independent of the conditions of the outdoor air and the return air.

6..-6
£= sl s,2 (1)
6, 1 g, 1

S
In literature several analytical models are found to predict the outlet temperatures of a wet surface heat
exchanger. Pecod (1968) was the first to propose a simple design method for an indirect evaporative cooler using
a parallel plastic plate heat exchanger with small protrusions. Maclaine Cross and Banks (1981) developed a
linear approximate model to describe a counterflow wet surface heat exchanger. They assumed complete wetting
and a water film which is stationary and continuously replenished with water at the same temperature. This
enabled using the same equations as for dry heat exchangers. Kettleborough and Hsieh (1983) proposed a 1D
differential model for a counterflow heat exchanger to study the effect of different factors on the effectiveness:
air flow rate and ratio, surface treatment and path length are found to influence most the performance. A
wettability factor is used to estimate the effect of incomplete wetting. Stoitchkov and Dimitrov (1998) developed
a short method for calculating the effectiveness of crossflow heat exchangers with a correction to the
overestimated effectiveness by Maclaine-Cross and Banks. In the model the water flow is more accurately
modelled and the influence of the barometric pressure is added. Peterson (1992, 1993) emphasizes that the
analytical models of e.g. Maclaine-Cross and Banks, and Kettleborough and Hshieh tend to overpredict the
cooling effectiveness. Furthermore he states that analytical models are inappropriate in case return air is used as
secondary air as the impact of incomplete wetting and miscellaneous loads is larger. More recently Yang and
Ren (2006) took the possible condensation in the primary air flow into account in their mode. They introduced
the fraction of the condensation area to the total heat transfer area which is an important parameter in the energy
performance of the system. Wang (1996) studied the effect of surface wettability on the effectiveness: coatings
may enlarge the contact area between water and air and therefore the water evaporation rate at the surface.

3. Modélling

3.1 1D numerical mode for a stationary wet surface heat exchanger
Using a control volume method a 1D stationary model was developed for a counterflow heat exchanger in order
to calculate the temperatures in the primary and secondary air channel by solving five partial differential
equations. The model does not use the same approximations as the analytical models. For symmetry reasons only
half of the path is modelled in a control volume (Fig.2). The airflow paths are discritized exponentially using a
grid concentration factor, resulting in smaller control volumes at both path endings (Nelis, 2003).
Following assumptions were used:
- 1D stationary heat transfer. Negligible heat transfer to the surroundings is negligible.
- Specific heat, mass flow rates and heat and mass transfer coefficients are constant.
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- The heat resistance of the water film and the plate is neglected because the values are small compared
to the heat transfer coefficients at the surfaces.

- The water film is stationary. An equilibrium temperature between both airstreams is calculated from the
initial water temperature. The model does not take into account the heating of the water by recirculation
in the heat exchanger. The plate surface is completely wetted.

- Condensation may occur in the primary air flow.

Heat balance secondary air

A)rimary air me (HJ « 8, ): Aa, (HJJ _gj,w) (2)
. A
,,,,,,,,,,, 1 Heat balance primary air
3 0 M (6,15-6,.)=Aa.(6,,-6,.) @)
S
0 Dlate Hea balance water film
- Aiar (ej,r _gj,w)+Ajas(8j,s_0j,w)+ @)
Br e— ﬁp) Qv( pj,r_ pj,w)+ I‘ngj,szo
___________ Secon;r;_;i_r_m Mass balance secondary air
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j_1 j J+1 Max (pj,r): psat(gj,r) (5)
FIG. 2: 1D numerical model for a wet surface heat Mass balance primary air
exmanger mS{a( pj+l,s_ pj,s): gj,s (6)
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TABLEZ1: Correlations for calculating the heat transfer coefficients in the heat exchanger
Re < 2300 Re > 8000 (ASHRAE, 2005) 2300 < Re < 8000 (Shah, 2003)
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Tale 1 was used to determine the heat transfer coefficients in both air channels. For Reynolds numbers between
2300 and 8000 the correlation of Taborek is used in whigl,ldod Ny, are calculated through their
regective correlations (Shah, 2003). The mass transfer coefficient was calculated using a Lewis nhumber of one.

3.2 Modd validation

To validate the model, experiments were carried out in an air handling unit with indirect evaporative cooling
which is installed to provide cool air in the library of a new university building in Ghent, Belgium. The

installation for the library was in operation since October 2006 and was dimensioned to a maximum air flow rate
of 10,000m?/h. Indirect evaporative cooling is working during the occupancy hours if the outdoor air is warmer
than 18°C and if the wet bulb temperature of the return air exceeds 16°C. The air handling unit consists of a
polypropylene double cross flow heat exchanger with dimensions 1950mm x 1215mm x 997mm (Fig. 3a). The
total heat exchange surface was approximately 500m2 which results in an air flow rate of about 20m3/h per mz2
heat exchange surface. At the return air side the air is ventilated between parallel plates while at the supply side
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distance holders are introduced in order ensure stability of the parallel plates. The distance between the plates is
approximately 5.2mm. Both the supply and return fans are frequency controlled and their air flow rates are
balanced. Water sprayers are placed at the top of the first part of the heat exchanger (Fig. 3b). The water is
collected in a sump below and recirculated. Approximately every hour the system is replenished with fresh water
to avoid problems e.g. with bacteria.

Exhaust air

Qutdoor air

FIG. 3: Operation of the air handling unit with indirect evaporative cooling. (a) Spraying installation in
secondary channel and (b) filter, valve and heat exchanger in primary air channel (Menerga, 2007)

The air flow rate in the installation was measured using a tracer gas method wigasl@ the supply air

channel. During the measurements the position of the fans and valves was manually set and all bypasses were
closed in order to make sure the installation works at 100% fresh outdoor air. Also the evaporative cooling was
working continuously. Temperature and relative humidity of supply and return air before and behind the heat
exchanger were measured. The measurement interval was five minutes.

To understand what is happening in the heat exchanger the state of the airstreams during two measured periods is
schematically given shown on a psychometric diagram. The return air is wetted following lines of constant wet

bulb temperature in the first part of the heat excharig@). (At the exit of the first part, the return air is

saturated and reaches its wet bulb temperafyré(rring the experiments a mist came out of the exhaust air

flow which means that the collected water from the sump is carried along the second part of the heat exchanger
together with the ventilation air. The sprayed water is heated up by recirculation in the first part of the heat
exchanger. To have an indication of the water temperature the water exiting the sprayers was measured and was
about 17-18 °C. Due to evaporation effects the water itself will be slightly warmer.

3 1
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FIG. 4: State of the air flows in the heat exchanger during the first measured period
(Dashed line: return air — Solid line: supply air)

During the first measurements the outdoor air temperature was about 7.5°C and 55% RH and the return air was
21°C and 25% RH. The air flow rate was 2000m3/h (Fig. 4). It must be noted that the humidification of the

return air was manually activated in this case. The measured data showed that the exhaust air is no33aturated (
condensation may have occurred in the second part of the heat exchanger due to contact with the cold outdoor air
in the supply air channel. The outdoor air in the primary air channel was heated to 11°C and 45% RH in the
installation because its temperature was lower than the wet bulb temperature of the rettih air (
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FIG. 5: State of the air flows in the heat exchanger during the second measured period
(Dashed line: return air — Solid line: supply air)

During the second measured period (Fig. 5) the outdoor air was about 18°C and 65% RH and the return air was
22°C and 45% RH. The air flow rate was approximately 4300m3/h. The outdoor air was now cooled in the heat
exchanger to about 16.5°@-5). After passing the first part the return air was heated up slightly by flowing over
the second part of the heat exchanger due to the warmer outside air in the primary air channel and the water
carried alongZ-3). The air was further heated in the second part of the heat exchanger and thus it was able to
take up more water vapour. As a result the exhaust air stayed saturated (19°C/100% RH).

In order to model the double cross flow heat exchanger the first part of the heat exchanger was assumed
completely wetted. The second part of the heat exchanger was modelled as a dry heat exchanger. This is an
appropriate approximation because the return air is already saturated when exiting the first part of the heat
exchanger. The dry heat exchanger will slightly precool the primary air before entering the wet part of the heat
exchanger. At the same time the secondary air is heated up a bit when flowing through the dry part of the heat
exchanger. The outlet temperatures of the dry heat exchanger are calculated ushigla correlation for «

cross flow heat exchanger with one side mixed and one side unmixed (Eq. 9) (Shah, 2003). The combination of
both heat exchangers was modelled by using the developed wet surface heat exchanger model &l the
relation for the dry heat exchanger in TRNSYS (2004).

£= t exff 1+exp- NTU)) NTU = :Tt 9)

To validate the model the same measured data as shown in Fig.4 and 5 are used. The first part of the heat
exchanger can be well described by the wet surface heat exchanger model. In Fig.6a the measured return
temperature just above the water sump is also given. The model shows good agreement with the measured return
temperature after the first part of the heat exchanger and with the measured supply temperature. Average
deviations were respectively 0.15°C and 0.8°C. Because the model does not take into account the heating of the
water due to recirculation, the calculated exhaust temperature is approximately 2.2°C underestimated. The same
trend can be seen in Fig.6b.

The developed model gives a good insight in what happens in an indirect evaporative cooling system. There are
still some deviations mainly due to:

- The influence of the water temperature is not taken into account in the model. Furthermore it is not sure
to which amount the plates of the second part are really wetted.

- Inreality the heat exchanger is a cross flow type which means that not all the air paths will be cooled or
heated equally. In dry heat exchanger theory a correction factor may be applied to account for the lower
performance of a cross flow heat exchanger compared to a counterflow heat exchanger. To determine if
a similar correction can be applied to wet surface heat exchangers more research should be performed.

- The measurements showed that the return air flow rate was slightly higher than the supply air flow rate.
In the model it was assumed that the air flow rates were balanced and equal to the measured values at
the supply side.
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FIG. 6: Validation of the model for a wet surface heat exchanger. The double cross flow heat exchanger is
mocklled using a wet surface heat exchanger followed by a dry heat exchanger in TRNSYS.

4. Model analysis

In this part the different parameters which influence the performance of a wet surface heat exchanger were
evduated. Several runs were performed varying one parameter in the model while the others were kept constant.
For the parametric runs 50 control volumes and grid concentration factor of 2 was used which gave good results.
The simulations started from a wet surface heat exchanger with following conditions: flow paths with 1m length,
5.2mm width between the plates and 4000m3/h supply and return air flow rate. The effectiveness of the base case

wet surface heat exchanger was on average 96%. Measured inlet conditions of one day in September 2007 were
used.

As a first parameter the length of the air flow paths of the heat exchanger was varied. Fig. 7a shows that
increasing the length of the paths and thus the available surface for heat transfer exponentially increases the
effectiveness. The air has a longer mass and heat exchange with the water film surface. Doubling the path from
0.5m to 1.0m changes the effectiveness from 77% to 96%, doubling it again to 2.0m increases the effectiveness
up to 106%. Increasing the length from 1m on only has a small influence on the performance because the return
air has already reached saturation and cannot be cooled féutheffectiveness above 100% is theoretically

possible because in the model the evaporation takes place on the plate. This means the plate is able to cool down
under the wet bulb temperature of the return air.

The air flow rate through the heat exchanger has a large influence on its performance as it determines the heat
and mass transfer (Fig.7b). Increasing the air flow rate, the system’s performance will drop especially in the
laminar flow region because the heat transfer coefficient (HTC) is constant. In this case the flow is laminar up to
air flow rates of approximately 8000m3/h. After this point the flow starts to behave partly turbulent:; the heat
transfer coefficients increase 