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Preface

This thesis is submitted as a partial fulfilment of the requirement for the
Danish PhD degree. The presented work has been carried out at the Depart-
ment of Civil Engineering, Technical University of Denmark (DTU) between
March 2013 and February 2016 under supervision of Associate Professor Pe-
ter Noe Poulsen and Professor Henrik Stang. The PhD project has been
financed partly by the Graduate School and partly by Danish Centre for
Composite Structures And Materials for Wind Turbines.

The thesis consist of 7 chapters and 4 appended papers. The chapters give a
description of the background and the motivation for the research and con-
clude the major findings. Also a presentation of the work conducted is given
here. In the four appended the delivered research contributions are consid-
ered in detail.

Kongens Lyngby, the 29th February, 2016

Sebastian Andersen
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Abstract

Hybrid testing constitutes a cost-effective experimental full scale testing
method. The method was introduced in the 1960’s by Japanese researchers,
as an alternative to conventional full scale testing and small scale material
testing, such as shake table tests. The principle of the method is to divide
a structure into a physical substructure and a numerical substructure, and
couple these in a test. If the test is conducted in real-time it is referred to as
real time hybrid testing.

The hybrid testing concept has developed significantly since its introduc-
tion in the 1960’, both with respect to the size and the complexity of the
physical and numerical substructures. However, due to a rapid increase in
the computational time, a further increase in the size and complexity of the
numerical substructures is challenged. In this thesis a number of elements
that can help to improve the size and complexity of kinematic nonlinear nu-
merical substructures are presented, with special emphasis on the use of basis
reduction methods. Three elements that can help to improve the accuracy
are presented and illustrated.

In kinematic nonlinear systems, various deformation modes are coupled through
a nonlinear strain measure. If these coupling-activated modes are not repre-
sented in the basis reduction, a significant increase in the structural stiffness
can appear, which can ruin the numerical accuracy. One way to represent
the coupling-activated modes is by use of so-called modal derivatives. Equa-
tions to evaluate these exist. However, due to singularities these can only by
solved approximately. A modified and a novel set of system of equations of
motion governing the modal derivatives are, therefore, derived. From these a
set of improved modal derivatives are found. By use of an example it is, fur-
thermore, illustrated that the modal derivatives determined from the novel
system represent the exact modal derivatives.

One of the most time consuming tasks in the numerical time integration
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is the evaluation of the internal restoring forces. Due to its nonlinear format,
a time consuming element-by-element assembling is used. It is shown, that
by adopting an existing mathematical reformulation technique, the costly
element-by-element assembling is replaced by a significantly more efficient
global assembling in a reduced co-ordinate system.

By use of the novel modal derivatives an efficient basis formulation is ar-
ranged, combining linear modes with modal derivatives. The basis is based
on a Taylor series, and is, therefore, referred to as a Taylor basis. The basis
predicts a relation between the linear normal modes and the modal deriva-
tives. Utilizing this basis formulation, the modal derivatives are included
without introducing further unknowns into the system. The basis formula-
tion is shown to exhibit high precision and to reduce the computational cost
significantly. Furthermore, the basis formulation exhibits a significant higher
stability, than standard nonlinear algorithms.

A real-time hybrid test is performed on a glass fibre reinforced polymer com-
posite box girder. The test serves as a pilot test for prospective real-time
tests on a wind turbine blade. The Taylor basis is implemented in the test,
used to perform the numerical simulations. Despite of a number of intro-
duced errors in the real-time hybrid testing loop, the test confirms the high
stability and efficiency of the Taylor basis.



Resumé

Hybrid tests udgør en omkostningseffektiv eksperimentel fuldskala testme-
tode. Metoden blev introduceret in 1960’erne af Japanske forskere, som et
alternativ til konventionelle fuldskala tests og materiale tests foretaget i min-
dre skalaer, s̊asom test udført p̊a et rystebord. Princippet bag metoden best̊ar
i at opdele konstruktion i en fysisk subkonstruktion og en numerisk subkon-
struktion, som kobles i en test. Hvis testen udføres i realtid, kaldes det for
en realtids hybrid test.

Hybrid test princippet har oplevet en markant udvikling siden det blev
indført i 1960’erne, b̊ade med hensyn til størrelsen og kompleksiteten af de
fysiske og de numeriske subkonstruktioner. Grundet en hurtigt stigende be-
regningstid, er en yderligere forøgelse i størrelsen og kompleksiteten af de
numeriske subkonstruktioner udfordret. I denne afhandling præsenteres en
række elementer der kan hjælpe til at øge størrelsen og kompleksiteten af de
numeriske subkonstruktioner, med vægt p̊a brugen af basis reduktionsmeto-
der. Tre elementer der kan forbedre nøjagtigheden præsenteres og illustreres.

I kinematisk ikke-lineære systemer kobles diverse deformation modes gen-
nem et ikke-lineært tøjningsmål. Hvis disse koblings-aktiverede modes ikke
er repræsenteret i basis reduktionen, s̊a kan stivheden af konstruktionen øges
markant, og derved ødelægge den numeriske nøjagtighed. En måde hvorp̊a
disse koblingsaktiverede modes kan repræsenteres, er ved hjælp af s̊akaldte
modale afledte. Der findes ligninger til at bestemme disse, men de kan kun
løses approksimativt. Et modificeret samt et nyt system af ligninger der sty-
rer de modale afledte udledes derfor. Ud fra disse kan der beregnes forbedrede
modal afledte. Ud fra et eksempel, vises det at de modale afledte bestemt ud
fra det nye ligningssystem, repræsenterer de eksakte modale afledede.

En af de mest tidskrævende opgaver i den numeriske tidsintegration er eva-
lueringen af de indre knudkræfter. Grundet dets ikke-lineære format, er en
tidskrævende evaluering benyttet, hvor hvert elementbidrag evalueres et ad
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gangen. Det vises, at ved at adoptere en eksisterende matematisk omformu-
lerings teknik, s̊a kan den tidskrævende evaluering erstattes af en markant
mere effektiv global evaluering i et reduceret koordinatsystem.

Ved benyttelse de nye modale afledte opstilles en effektiv basis, der kom-
binerer lineære modes med modale afledte. Basisen er baseret p̊a en Taylor
serie, og kaldes derfor for en Taylor basis. Basisn forudsiger en relation mel-
lem de lineære modes koordinater og de modale afledtes koordinater. Ved at
benytte denne basisformulering, kan de modale afledte blive inkluderet uden
at øge antallet af ubekendte i systemet. Denne basisformulering udviser en
høj nøjagtighed og reducerer de beregningsmæssige omkostninger markant.
Derudover udviser basisformuleringen en signifikant forøget stabilitet, sam-
menlignet med standard algoritmer benyttet til ikke-lineære problemer.

En realtids hybrid test udføres p̊a en glasfiberarmeret kompositbjælke. Te-
sten benyttes som en pilottest for fremtidige realtids test p̊a vindmøllevinger.
Taylor basisn implementeres i testen og benyttes til at foretage de numeri-
ske simuleringer. P̊a trods af en række fejl introduceret i realtids hybrid test
loopet, bekræfter testen stabiliteten og effektiviteten af Taylor basisen.
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Chapter 1

Introduction

Hybrid testing, also referred to as hybrid simulation, on-line testing and
hardware in the loop simulation, is a cost-effective experimental technique
introduced in the 1960’s, used to investigate the response of complex struc-
tural engineering problems under dynamic response. The principle of the
technique is to divide the problem into a physical substructure and a virtual
substructure and couple these in a test. The physical substructure typically
represents a part of the problem of particular interest with a behavior too
complex to be modelled. Therefore, this part requires to be tested in a phys-
ical test setup. The virtual substructure, on the other hand, represents a
part of the structure with known behavior and is modelled as a computer
model, typically by use of finite element method (FEM). In this case the vir-
tual substructure is also referred to as the numerical substructure. During
the hybrid simulation the substructures run in parallel and communicate and
exchange information through a control system.

The point of introducing hybrid testing was to have an alternative to
conventional full scale testing and small scale material testing, such as shake
table tests. Full scale testing is important, as this is the only test where
exact knowledge of structural behavior is provided. However, for large and
complex structures this can be an expensive and time consuming solution.
The shake table tests, on the other hand, do not require much space, and
can lower the cost compared to the full scale testing significantly. However,
in shake table tests scaling problems are an issue. Especially nonlinear be-
havior can be difficult to handle in small scale models. In hybrid testing
such scaling problems are automatically avoided, as this is considered a full
scale test. Moreover, by use of the substructure technique, only the struc-
tural components of specific interest need to be tested in an actual physical
test setup. This can reduce the size of the required physical surroundings
significantly, and thereby also the cost and time of the experiment.
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Introduction

Initially hybrid tests were performed under the assumption that the physi-
cal substructures exhibited no rate dependent behavior, and only the numer-
ical substructure contained dynamic effects, such as viscosity and inertia.
This assumption allowed the tests to be performed on an extended time
scale. In this regard the technique is also referred to as pseudo-dynamic test-
ing. As rate dependent devices, such as e.g. dampers, started to become a
more integrated part of the infrastructure, the interest for testing rate depen-
dent devices in hybrid testing started to grow. Effort to improve technology
and replace the extended time scale by a true time scale was increased. This
succeeded in the beginning of the 1990s where the first real-time test was re-
ported. In this context the method is referred to as real-time hybrid testing
(RTHT).

Since then the field of real-time hybrid testing has expanded tremen-
dously, and still is. Today RTHT is e.g. used for testing of dampers, nonlinear
reinforced concrete and frame structures, soil-structure interactions, offshore
platforms and the concept has also been adopted in the aerospace and vehicle
industry. The concept of hybrid testing is, however, still a field under devel-
opment, with many challenges to be solved, before it can be fully integrated
as a standard tool for engineering practice. One problem is related to the
capacity of the numerical engine. As the concept improves, the requirement
for improving the complexity and size of the numerical substructures grows
simultaneously. However, computational speed limits the capacity, and only
models with limited complexity can be included in real-time experiments
today.

At the Technical University of Denmark (DTU), it is a declared ambition,
within a short period of years, to be able to perform state of the art research
when it comes to the development of methods and models in the analysis
of composite materials and lightweight structures, such as e.g. wind turbine
blades and airplanes. A key to fulfil the ambition is by use of hybrid testing.
Therefore, DTU has decided to invest in facilities and equipment used to
perform RTHT. Today, no such facilities exist. The present PhD project can
be seen as a part of the RTHT implementation project at DTU.

The present chapter serves as a general introduction to the hybrid testing
concept and to give the reader an overview of the some of the challenges in the
field of RTHT. Furthermore the chapter will explain the context and objective
of the given PhD project in more detail. A detailed list of references is not
given in the present chapter, but will be introduced in the following chapters
covering, among other things, the historic development and detailed theory
behind RTHT.

2 Department of Civil Engineering - Technical University of Denmark



Introduction 1.1 Concept of Hybrid Testing

1.1 Concept of Hybrid Testing

In the following the principle of hybrid simulation is explained in more detail.
For the purpose an imaginary example, with a frame structure exposed to a
ground acceleration, ä, is considered, see Figure 1.1. The potential damage to
the structure is minimized by installing a number of dampers, at the ground
level, in order to dissipate the energy. To ensure that the dampers work as
intended these are tested in a hybrid test.

I
Frame structure

Dampers

ä
t

II

ä
t

Numerical Substructure

Physical Substructure

Shared boundary

III

Numerical substructure

Control System

data data

Actuator

Shake Table

Damper

Figure 1.1: (I) Damped structure exposed to ground acceleration (II) is
divided into substructures and (III) organized in a hybrid testing setup.

The substructuring technique is used to divide the structure in a nu-
merical and physical substructure. The dampers usually display complex
behavior, and these are therefore chosen to constitute the physical substruc-
ture, i.e. the structural part to be tested in a physical framework. The frame
structure, on the other hand, displays known behavior, and its response can
be modelled numerically, using FEM. Thus, this part of the structure con-
stitutes the numerical substructure. A hybrid test setup is then organized,

Department of Civil Engineering - Technical University of Denmark 3



1.1 Concept of Hybrid Testing Introduction

by installing a set of actuators on each of the dampers at the contact sur-
face between the numerical and physical substructures. In the present this
is referred to here as the shared boundary. Three actuators are installed on
the shared boundary each damper to be able to introduce translations in
the horizontal and vertical directions combined with rotations. Furthermore,
the ground acceleration is imposed by a shake table at the bottom. For the
actuators and the numerical substructure to communicate, a control system
is arranged.

The RTHT is then ready to be initiated. In Figure 1.2 is visualized the
closed hybrid testing loop, with the coupling between boxes indicated by the
arrows.

N
u
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e
ri
c
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l
S
u
b
st
ru

c
tu

re P
h
y
sic

a
l
S
u
b
stru

c
tu

re

Displacements at shared

boundary are calculated,

based on external load

and actuator forces.

Sent actuator forces,

at shared boundary to

numerical substructure

Actuators measure force

response from physical

substructure, due to

imposed actuator

displacements and

ground acceleration

Control System

Control System

Sent target displacements

at the shared boundaries

to the actuator controllers

Figure 1.2: Hybrid testing loop.

The test is started by exposing the dampers to the ground acceleration,
ä. The actuators then measure the force response at the shared boundary
through a load cell. The measured actuator forces are sent to the numerical
substructure through the control system, and the response of the numerical
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Introduction 1.1 Concept of Hybrid Testing

model is determined by use of a time integration scheme. The response
displacements are also referred to as the target displacements. The rotations
and translational displacements at the shared boundary of the numerical
substructure are then sent back through the control system to a digital servo-
controller, that controls the actuator motion. The displacements are then
imposed onto the dampers by the actuators and the loop is ended. This loop
is repeated until the test is finished.

In order to keep up with real time, each loop in Figure 1.2 has to be
ended within single time step, ∆t, corresponding to the time steps taken
by the numerical model in each integration step. Typically the time steps
applied in a real-time test are in the order of ∆t=1-10 ms, see e.g. Chen
et al. (2012). This is a strict requirement, which requires fast responding
actuators and associated control system, an efficient computational model,
and a fast interchange of data, to succeed.

δt δt δt δt δt

Vi−1

Vi
Vi+1

ti−1 ti ti+1
time

D
is
p
la
ce
m
en
ts
,
V

∆t

Extrapolated point
Interpolated point

Figure 1.3: Displacements, V, evaluated by extrapolation and interpola-
tion, are sent to the digital controller with time intervals δt.

To ensure that the actuators move continuously with a smooth velocity,
the target displacements calculated in the numerical model have to be sent
at the sampling frequency of the digital controller. To meet this demand
each time interval, ∆t, is divided into a number of sub steps, δt, see Figure
1.3. The displacements, V, at each sub step can be found from, respectively,
extrapolation and interpolation between the numerically evaluated displace-
ments, Vi and Vi+1, at the specific times ti and ti+1, see e.g. Nakashima
and Masaoka (1999). The numerical calculation of the displacement Vi+1

requires the actuators forces measured at time, ti. Therefore, the displace-
ments Vi+1 will not be available from time ti, and the initial displacements
sent to the digital controller are evaluated through extrapolation of previous
displacements. When the displacement Vi+1 is calculated, the interpolation
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1.2 Numerical Challenges in RTHT Introduction

can start. In Figure 1.3, the displacement Vi+1 is known beyond the time t
= ti + 2δt.

As will be described in more detail in the end of the chapter, the main
focus of the present work is on the numerical engine, enhanced by bold in
Figure 1.2, with special emphasis on the computational time and cost. There-
fore, further details of the various components in the hybrid simulation loop
related to communication and the physical test, are not described in more
depth in the present. For details of included hardware and communication
software, the reader is referred to e.g. Waldbjoern et al. (2016).

1.2 Numerical Challenges in RTHT

The application of RTHT is rapidly growing, and the complexity and size
of both the numerical and physical substructures increase. However, if this
development should continue, many challenges need to be solved. In Marazzi
et al. (2011) are listed some of the most obvious challenges which can limit
the potential expansion of real time hybrid testing. The list is based on
the outcome of the so called EFAST project from 2010, initiated by the
European commission. Among the things related specifically to the numerical
substructures, are mentioned:

• Increasing computation time for increased complexity

• Accuracy and efficiency of integration algorithms

Since the first real-time simulation was reported in the early 1990s, the
numerical substructures have increased in both size and complexity. Ini-
tially small linear systems were considered. Rapidly, the complexity was
increased by adoption of nonlinearities, and an increase in the degrees of free-
dom (DOFs) in the FEM models. However, when nonlinearities are included
in the numerical simulations, the computational time is rapidly increased
with the number of DOFs. To the best of the present authors knowledge,
the capacity today, is about 500 DOFs, considering a material nonlinear
frame structure with assumed bilinear constitutive behavior, cf. Chae et al.
(2013). For this a specialized software was developed.

It is important to stress that the number of DOFs is not necessarily a
direct measure for the complexity or accuracy of a numerical model. If highly
advanced elements are used, few elements can be sufficient in some cases. On
the other hand, if simple constitutive relations are applied, many DOFs can
be needed to model even small size structures in a sufficient manner. So
the amount of DOFs do not directly indicate the level of complexity and
accuracy, but it can serve as a good indicator.

6 Department of Civil Engineering - Technical University of Denmark



Introduction 1.2 Numerical Challenges in RTHT

As will be accounted for in the following chapter, frame structures ap-
pear to comprise the most used type of numerical substructures applied in
RTHT. When considering the global response of frame structures, with non-
linear constitutive relations as in Chae et al. (2013), then 500 DOFs can
typically be considered to be a fairly large amount of DOFs for modest size
structures. However, for three dimensional structures modelled with con-
tinuum elements, including nonlinear constitutive relations, the capacity of
500 DOFs can rapidly be exhausted, even for modest size structures. Thus,
if such numerical substructures should be adopted in RTHT, more accurate
and efficient time integration techniques and methods are required.

In the following an example illustrating the rapidly increasing computa-
tional time in kinematic nonlinear analysis, as a function of the number of
DOFs, is given. Furthermore the reason for the rapid time increase is iden-
tified. The time integration techniques applied in the example are described
in detail in chapter 3.

1.2.1 Computational Time - Example

A kinematic nonlinear beam exposed to a harmonic load, F(t), with excita-
tion frequency, ωe, is considered, see Figure 1.4. The beam is of length l, has
a density ρ, a bending stiffness EI, and a relative damping ratio ζ. In Table
1.1 the parameter values are presented, selected such, that the first bending
mode of the beam is ω1 = 1 rad/s. The beam is rigid supported at the left
end and prevented from horizontal displacements at the right end.

l

EI, ρ, ζ

F(t)

Figure 1.4: Kinematic nonlinear beam

Using FEM to analyse the beam, the governing equations of motion on
discretized form, with assumed linear damping, are formulated as:

MV̈ + CV̇ + g(V) = F(t) (1.1)

M and C are the mass and damping matrices, g(V) represents the internal
restoring forces, F(t) is the external load dependent on time, V represents

the displacement field and d()/dt = (̇). For nonlinear systems the restoring
forces are a nonlinear function of V, whereas for linear systems it is given
as the linear product g(V) = KV, where K is a constant stiffness matrix.

Department of Civil Engineering - Technical University of Denmark 7



1.2 Numerical Challenges in RTHT Introduction

Table 1.1: Beam parameters.
Parameter Unit Magnitude

l m 1
EI Nm2 6.44·104

ρ kg/m3 7800
ζ % 2

Fmax kN 644
ωe rad/s 1

Plane Euler-Bernoulli beam elements are used to model the beam. These are
described in detail in Andersen and Poulsen (2015). In appendix A is pre-
sented a full analysis of the beam. Here, only the computational simulation
time, tsim, is considered. In Figure 1.5b is presented the relative simulation
time spend on simulating three periods of the first bending modes in the
range 14 DOFs to 59 DOFs. The relative time is defined as:

r = tsim/t0 (1.2)

with t0 representing a reference time. In the given case t0 is chosen as the
simulation time with 14 DOFs. The reference time, t0, was 37 times larger
in the nonlinear case compared to the linear case.

10 20 30 40 50 60
0

20

40

60

80

rnon

rlin

DOFs

r

Figure 1.5: Simulation times, r, as a function of the number of DOFs.

Two curves are plotted in Figure 1.5 for comparison; the relative time
based on the kinematic nonlinear beam, rnon, and a relative time, based on a
linear version of the considered beam, rlin. Both curves are found by use of
the central difference method (CDM), which is en explicit time integration
scheme. The relative simulation times are seen to be a nonlinear function of
the DOFs. The rnon curve increases from a relative time of 1 to approximately
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Introduction 1.2 Numerical Challenges in RTHT

70, over the DOF range considered. The rlin curve increases significantly less,
going from a ratio of 1 to approximately 12. The increase in the simulation
times are partly attributed to the fact that more equations have to be solved
for an increasing number of DOFs. Furthermore, the simulation time was
increased because the time steps had to be decreased for an increasing number
of DOFs. Increasing the DOFs, higher frequencies are introduced, which
calls for smaller time step magnitudes to keep stability. The same time step
magnitudes were applied in the linear and nonlinear analysis.

The reason for the significant higher relative increase in the nonlinear
analysis is due to the evaluation of the internal restoring forces, g(V). Due
to the nonlinear formulation, these have to be evaluated element by element,
after each time step, which is very time consuming. In Table 1.2 a prozentual
division of the computational times are presented, when using the CDM
and the implicit Newmark method with assumed average acceleration, to
analyse the beam. The time is split in the element assembling (EA) time,
covering the evaluation of g(V) and the tangent stiffness matrix KT , and
the remaining tasks denoted ’Others’, covering e.g. evaluation of residuals,
prediction steps and solving the equations. The tangent stiffness matrix KT

is used for iterations in the implicit schemes, and also has to be assembled
element-by-element after each time step.

Table 1.2: Relative computational times.

14 DOFs 59 DOFs

Integration Scehmes EA Others EA Others
CDM (Nonlinear) 91 % 9 % 94% 6%
Newmark (Nonlinear) 90 % 10 % 96% 4%
CDM (Linear) 20 % 80 % 28 % 72 %
Newmark (Linear) 15 % 85 % 13 % 87 %

From Table 1.2 it is obvious that the EA tasks constitute far most of the
computational time in the nonlinear analysis, whereas it constitutes slightly
less in the linear analysis. Furthermore, increasing the number of DOFs
is seen to increase the relative EA task in the nonlinear integration. This
development implies, that if the computational time should be reduced in
kinematic nonlinear analysis, the element assembling task is a key component
to consider.

Furthermore, in the given kinematic nonlinear analysis, 29 DOFs was the
real-time limit with a time step magnitude of ∆t=1 ms. This real-time DOF
capacity will be used as a reference point in the given work.

Department of Civil Engineering - Technical University of Denmark 9



1.3 Hybrid Testing at DTU Introduction

1.3 Hybrid Testing at DTU

At DTU the ambition is to become experts in the development of methods
and models for the analysis and design of composite materials and lightweight
structures, such as wind turbines, bridge sections and airplanes. Today,
design of large scale composite structures is performed by wind turbine and
aerospace industries. However, a frequent amount of failures still appear
in e.g. wind turbine blades, due to an incomplete understanding of the
very complex composite behavior. A way to improve testing and gain more
knowledge in the field of composite materials and lightweight structures, is
by use of hybrid simulation.

WTB

Strong Wall

Cross Beam

Actuator

WTB

Actuator

Figure 1.6: Wind Turbine Blade installed at a beam support by a 250 kN
actuator, DTU Civil Engineering, January 2016, DTU Byg.

In 2012 DTU applied the Villum Fond for 10 million euro, with the pro-
posal to establish a center for mechanical testing and materials. The appli-
cation was made through a collaboration between three DTU departments;
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The Department of Civil Engineering, Department of Mechanical Engineer-
ing and Department of Wind Energy. The purpose of establishing the center
is to support the need for multi-scale experimental research in Danish as well
as in international engineering, covering micron scale to large scale, with the
latter including hybrid testing.

In 2014 the money were granted from the Villum Fond, and DTU has
started the project. Out of the full grant, approximately 3 million euro are
ear marked to establish the hybrid testing facilities, where most of the money
are intended to be invested in so called strong floors and strong walls, used
for organizing the physical test setup, and furhtermore actuators, hydraulic
supply systems and advanced measuring systems. Part of equipment has
been bought and is in its implementing phase. In Figure 1.6 is shown a 15 m
long section of a SSP wind turbine blade, with a normal full length spanning
34 m. The blade root is installed on a so called strong wall, and a cross beam
with single actuator is installed at the other end. The actuator is one of the
investments made by use of the funding, and has a load capacity of 250 kN.
In Figure 1.7 a close up on the WTB root on the strong wall is shown from
two different angles.

Figure 1.7: Installation of Wind Turbine Blade Root on Strong Wall, Jan-
uary 2016, DTU Byg.

In connection with the hybrid testing investment plans at DTU, Danish
Centre for Composite Structures and Materials for Wind Turbines (DCCSM)
has started a project at DTU with focus on implementing wind turbine test-
ing in RTHT. The purpose of the project is to test wind turbine blades and
study e.g. the global response including the impact of local phenomena such
as interlaminar buckling and fracture, with complex load application. Local
effects such as interlaminar buckling and fracture can be difficult to model
and, therefore, hybrid testing is an ideal tool for such tests.
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1.4 Objective and Structure of the Thesis

The present PhD project constitutes one out of a number of PhD projects on
DTU, started on the initiative of DCCSM. The overall objective for DCCSM
is to implement the required facilities at DTU Civil Engineering Test Fa-
cilities, to be able to perform RTHT on wind turbine blades. Each of the
PhD projects contribute to different areas of the hybrid testing facility imple-
mentation, such as; improving sensor technology used to measure and detect
data from the physical substructure such as response and local failure mech-
anisms, improvement of actuator displacements, and an extension of present
available software programs to handle real-time hybrid simulations. Focus of
the present PhD project is on the numerical substructures.

As previously discussed, todays computational speed allows nonlinear
numerical substructures of dimension 500 DOFs to be included in real-time
hybrid tests, when using specialized software for the purpose. For frame
structure like models this can in many cases be sufficient, but if e.g. complex
three dimensional structures should be included, such as in e.g. wind turbine
modeling, the available capacity can rapidly be exhausted. A demand for
improving the complexity of numerical substructures therefore exist. The
object of the present PhD project is related to the numerical capacity, and
is stated as:

Objective of PhD project:
To improve the accuracy of kinematic nonlinear
numerical models, in real-time simulations, by
use of mathematical models and methods.

To improve the accuracy, special emphasis has been on projection based
reduction methods, which is a mathematical way to sort out some of the less
important content of large numerical models. If a reasonable basis is chosen,
this is a very efficient tool to obtain accurate simulations with a significant
reduction in computational time. Said in another way, basis reduction can
be a clever way to utilize the available computational capacity, if the right
basis is applied. As will be accounted for in chapter 2 only little emphasis
has been given to the use of basis reduction in hybrid testing context so far.

Furthermore, kinematic nonlinearities are taken as the focus area. In
composite materials both material and kinematic nonlinearities are impor-
tant. However, in RTHT litterature, kinematic nonlinearities have been paid
significantly less attention, than material nonlinearities. Thus, emphasis was
chosen to be on the kinematic nonlinearities.

It is important to stress, that it is not within the scope of the present
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project to increase the accuracy by improving the given hardware or by orga-
nizing specialized software with adoption of special programming languages
or programming strategies. Focus is on improving the accuracy with the
given computational capacity as a reference point. To have a comparable
reference to evaluate the contribution of the present work, the real-time ca-
pacity of 29 DOFs reported in the example in section 1.2.1, is used.

The present dissertation presents the work conducted over the three years
PhD period, and consist of 7 chapters followed by four appended papers. The
appended papers present the essential results of the work with detailed anal-
ysis and discussion hereof. The preceding chapters serve as a introduction
and background to hybrid testing. Furthermore, the chapters present and
sum up on the methods applied and developed and the results achieved in
the PhD study. In more detail:

In Chapter 2 a brief historical survey of hybrid testing is given. A
view on the development of hybrid testing since its introduction in the 1960s
is considered, with special emphasis on the development of the numerical
capacity, after the introduction of real-time tests in the 1990s.

In Chapter 3 time integration in hybrid testing context is considered.
Some of the most obvious challenges in the real-time time integration are
discussed, and different existing time integration schemes and methods are
presented.

In Chapter 4 the concept of projection based reduction methods are
presented, and a discussion of the most important modes to include in the
basis, when considered kinematic nonlinear systems, is given. Furthermore
three elements, which can help to improve the accuracy of real-time sim-
ulations, are presented. The three elements constitute the major research
contributions of the present PhD study.

In Chapter 5 the use of reduction methods in hybrid testing is discussed.
Furthermore, a real-time hybrid test performed at DTU Byg, December 2015,
is presented. The results are discussed, and potential improvements to the
test are suggested.

In Chapter 6 potential future research activities in the field of hybrid
testing, with reference to the presented research elements, are briefly dis-
cussed.

In Chapter 7 the findings of the numerical work are summarized and
the work is concluded.

Department of Civil Engineering - Technical University of Denmark 13



1.4 Objective and Structure of the Thesis Introduction

14 Department of Civil Engineering - Technical University of Denmark



Chapter 2

History of Hybrid Testing

In the present chapter a brief historic survey of hybrid testing is presented,
with focus on some of the significant steps made towards what is known as
today’s conventional real-time hybrid testing. Furthermore, the development
of the size and complexity, of the numerical substructures, is considered.

Historic reviews of the hybrid testing are given in e.g. Saouma and Siva-
selvan (2008) and Carrion and Spencer Jr. (2007). These have been used,
among others, as support in the present PhD study to get an overview of the
historic development.

2.1 Introduction of Hybrid Testing

The concept of hybrid simulation was initially introduced by Japanese re-
searchers in the 1960s, cf. Hakuno et al. (1969). A single dof (SDOF)
structure, loaded by an electromagnetic actuator, was considered under seis-
mic loading, and the belonging equation of motion (EOM) was solved by use
of an analog computer. With the introduction of the hybrid testing concept,
a potential future alternative to the use of shake table testing of seismic
loaded structures, was introduced.

In the 1970s Takanashi et al. (1975) improved the accuracy of hy-
brid simulation by replacing the analog computer with a digital computer.
Furthermore, the actuator loads were introduced on an extended time scale,
using a so called ramp and hold method, characterized by shifting between
imposing a load increment and taking a hold. Today, this type of load ap-
plication is considered as the conventional pseudo-dynamic (PsD) testing
approach.

Since the work of Hakuno et al. (1969) and Takanashi et al. (1975) the
field of hybrid testing has developed significantly. Up untill the 1990s the

15
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majority of the development within the field of hybrid testing was performed
mainly in Japan and the United States. In Takanashi and Nakashima (1987),
Mahin et al. (1989), and Shing et al. (1996) a summary of some the the work
performed in these countries, is given. In the beginning of the 1990s hybrid
testing started to receive a growing interest in other parts of the world, such
as Europe and Asia, see e.g. Donea et al. (1996) and Chang (1998).

Various branches of the conventional pseudo-dynamic testing have devel-
oped since its introduction in order to improve the test method. A step in
the direction of the later introduced real-time PsD testing was introduced
with the so called continuous pseudo-dynamic testing by Takanashi and
Ohi (1983). The ramp and hold method, applied for the actuator loading,
was replaced by a continues applied loading. In the given work a dynamic
actuator was used for the purpose and tested on a SDOF beam structure
supported by two columns. The initial idea for introducing a continues load-
ing, was to remove the potential effect from force relaxation of the considered
structure during the hold periods of the actuator. With the introduction of
the continues pseudo-dynamic testing the possibility to perform fast hybrid
simulations was introduced. However, due to computational speed limita-
tions, only experiments on a time scale larger than one could be executed at
this point.

Another significant contribution to the field came with the introduction
of the substructure technique in PsD testing in the 1980s by Dermitzakis
and Mahin (1985). The substructure technique made it possible to test
only the structural part displaying complex behavior in a physical configura-
tion, whereas the structural parts displaying well known behavior, could be
modelled numerically. Since its introduction, the substructure technique has
been extensively applied, and it is considered to be a more or less implicit
part of the hybrid testing concept today. In Bursi and Wagg (2008) a more
in depth description on the development and the use of the substructure
technique is given in pseudo-dynamic context as well as in real-time context.

2.2 Real-time Hybrid Testing

In the beginning of the 1990s an important milestone in the history of hybrid
testing was reached. Nakashima et al. (1992) reported the first system
capable of performing a pseudo-dynamic test in real time using a digital com-
puter. In the given case a building, installed on top of rubber bearings and
a viscous damper, was considered. The substructure technique was applied,
and the superstructure, including the rubber bearings, was taken as the nu-
merical substructure, and the viscous damper as the physical substructure
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loaded by a dynamic actuator. The key elements to succeed with performing
a real-time experiment, were improved displacement and velocity control of
the actuators, and the use of staggered time integration. The actuator dis-
placement and velocity were improved by installing a digital servo-mechanism
between the computer and the actuator servo-controller, which frequently
checked and corrected, if necessary, the actuator movement. Furthermore,
time integration based on the even ad odd time states were applied, using
the central difference method. In this way the data needed to predict the
displacement at time tn+1 was already available from the time tn−1 and could
be determined before the time tn. Thus, the actuators did not have to hold
for a predictor displacement to be determined at the end of each time step,
and could instead sustain a continues movement. However, due to limited
computational speed, large time steps of magnitude ∆t=20 ms had to be
applied, and only a numerical SDOF substructure was considered.

Since the first reported real-time simulation reported by Nakashima et al.
(1992) an extensive amount of work in the field has been made and many
real-time tests have been reported. However, in the strive for improving
and expand the size and complexity of the structural systems considered in
real-time hybrid testing, many new challenges have been met. Especially
issues in the domain of control and communication have received extensively
attention.

One such field is time delays. These are an inevitable issue in real-time
testing, and has to be properly compensated to obtained accurate experimen-
tal results. Horiuchi et al. (1996) considered the effect of actuator time
lag, i.e. the delay by which the displacement imposed by the actuator on
the shared boundary. It was demonstrated, for a linear SDOF system, that
actuator lag corresponds to introducing negative damping into the system.

time

displacement
δtl

Output

Input

Figure 2.1: Actuator input displacement field compensated by shifting it a
time step, δtl, ahead of the actual calculated displacement field.
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To compensate for the time lag it was suggested to predict the actuator
input displacements a time step ahead, corresponding to the actuator time
lag, δtl, see Figure 2.1. In this way the correct actuator output displacements
would be imposed onto the structure. For the input prediction, a polynomial
based on n previous calculated values was applied. The effect was promising,
and extrapolation has been widely since, see e.g. Darby et al. (2002), Wu
et al. (2006b) and Chae et al. (2013).

Another challenge in expanding the real-time testing, lies in the limitation
of the numerical capacity. Since the first real-time test, the numerical models
have increased in both size and complexity. However, as opposed to the
communication and control domain, the numerical aspects have received less
attention.

In Figure 2.2 the development of the amount of DOFs applied in RTHT,
based on a selection of work ranging from the introduction of RTHT in 1992
up until today, is sketched. The development is seen to be increasing, starting
with a linear SDOF numerical substructure in 1992 to nonlinear numerical
substructures containing more than 500 DOFs today. However, a demand for
being able to increase the DOF capacity, and thereby increase the complexity,
still exist.
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Saouma et al.405
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19
94

3

Nakashima et al.
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Figure 2.2: Development of the real-time DOF capacity in numerical sub-
structures since the introduction of real-time simulation, plotted on a loga-
rithmic scale.
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The initial attempts made to improve the numerical capacity focused on
improving the applied technology. Horiuchi et al. (1994) introduced a new
real-time system including parallel programming and a new programming
language, all to improve the computational speed. Significant increase in
speed was reported, with one iteration cycle executed in 0.5 ms. With the new
system, real-time simulations with linear numerical substructures, containing
up to three DOFs, were successfully conducted.

Nakashima and Masaoka (1999) came up with an improved edition
of the system applied in Nakashima et al. (1992), characterized by adoption
of the C language to improve the flexibility of the programming and the use
of digital signal processors, both to improve the computational speed and
capacity. Furthermore extrapolation, interpolation and compensation tech-
niques for various time delays were included to obtain accurate displacements
and velocities. To test the real-time capabilities of the improved system, a
multi-storey building, with four rubber bearings installed at the bottom, was
considered. The multi-storey building was modelled numerically, with each
floor represented by a lumped mass, connected to the neighbor floors by shear
springs. The rubber bearings formed the physical test setup with one DOF
in the common interface between the substructures, represented through a
single actuator. It was found that in case the numerical substructure was
represented by a linear model, the system could handle 12 DOFs in real time.
To test the capability in a nonlinear context, the constitutive relations of the
springs were assumed to be described by a bilinear curve, formulated as a
sum of multiple bilinear curves to increase the computational demand. With
a time step of 10 ms and ten sub steps, the system was able to run a 5 DOF
nonlinear substructure with the constitutive relations described by a total
sum of 150 bilinear relationships.

In the beginning of the new millennium Darby et al. (2001) and Blake-
borough et al. (2001) suggested the use of basis reduction to improve the
numerical capacity. The benefit of using a basis reduction is, that for linear
systems, choosing a linearly independent basis, the EOM are decoupled. Fur-
thermore the higher frequency modes, which do not represent physics well,
can be removed, and at the same time improve the stability of the system.

Darby et al. (2001) used the approach to purely linear numerical substruc-
tures, whereas Blakeborough et al. (2001) extended to concept to consider
material nonlinear substructures. For the nonlinear structural analysis a
Ritz basis, consisting of linear modes and plastic deformation vectors, was
applied. The plastic deformation vectors were determined from a nonlinear
static analysis of the structure considered, where a load was continuously
increased in order to raise the number of yield points. The deformation
patterns at the various yield stages were subtracted from each other and
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represented a set of plastic vectors. However, high natural frequencies were
associated with the plastic vectors. To be able to keep a small time step, and
avoid instability, the frequencies were artificially decreased. The basis was
verified by running a numerical test on a cantilever beam with an additional
support at the ’free’ end. Furthermore, a real-time hybrid simulation of a
simple portal frame with material nonlinearities, modeled with bi-linear con-
stitutive relations, was analysed. The frame was exposed to the El-Centro
earthquake record, and was executed by using a time step of 25 ms. The
numerical part of the simple frame was initially modelled with 50 DOFs. A
basis consisting of nine modes, with three linear modes and six plastic modes,
was used for the analysis. The results were not verified against other models
or measurements, but it was concluded that the method was encouraging,
but needed additional work to be improved.

One of the major focuses for improving the numerical accuracy, speed and
complexity has been on investigating and improving various time integration
techniques and methods. The ideal integration algorithm for hybrid testing
would be an algorithm with unconditional stability, high precision and the
ability to perform a fast execution. The idea of possessing such a scheme
has motivated a number of researchers to put an effort in developing explicit
like algorithms with unconditional stability. In Chang (2002) an explicit
scheme, referred to as the Newmark-Chang algorithm, was organized by in-
troducing two weighting parameters, β1 and β2 in the predictor displacement
equation of the explicit Newmark scheme, see (2.1).

Vi+1 = Vi + β1∆tV̇i + β2∆t2V̈i (2.1)

The weighting parameters were based on the initial stiffness of the system,
and remained constant throughout the time integration. With the chosen pa-
rameters, the properties of the scheme were shown to be identical with those
in the constant average acceleration method, i.e. with unconditional stabil-
ity, good precision and a low error propagation. Later, in Chang (2010) a
further analysis of the algorithm properties of the scheme were examined in a
nonlinear context. Here it was shown that only in case of softening behavior,
i.e. for at decreasing tangent stiffness, unconditional stability is achieved,
while for stiffness hardening structures, the algorithm is conditionally stable.

Nakashima et al. (1990) suggested to use the so-called operator-splitting
method (OSM). The method builds on the key assumption, that the nonlin-
ear restoring force of a system can be split in a nonlinear part and a linear
part, respectively. The nonlinear part is the restoring forces based on the
predictor displacements, V∗, and the linear part is a corrector term given as
a stiffness, K, times the difference between the predictor displacements and
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the corrector displacements, V, see (2.2).

g ≈ g(V∗) + K(V −V∗) (2.2)

By introducing the assumption in (2.2) in an implicit scheme, iterations can
be avoided. In Nakashima et al. (1990) the OSM was introduced into α-
modified Newmark scheme, introduced by Hilber et al. (1977). The method
showed to be unconditionally stable for softening-behaving structures.

In Wu et al. (2006a) it was argued that the OSM was implicit in case
of nonlinear damping. To make the OSM explicit in both displacement and
velocity in case of nonlinear damping, a predictor velocity was introduced to-
gether with a damping force increment proportional to the difference between
the predictor velocity and the target velocity, see (2.3).

g ≈ g(V∗) + K(V −V∗) + C(V̇ − V̇∗) (2.3)

In Bonnet et al. (2008) the OSM, the Newmark-Chang algorithm, and
four other widely used integration schemes, were compared and evaluated in
a nonlinear real-time hybrid simulation context, with focus on, among other
things; stability, accuracy and computational efficiency. Two of the integra-
tion schemes considered were explicit, and represented the explicit Newmark
method and the Newmark-Chang method. Furthermore, the constant aver-
age acceleration method and the α-modified version were implemented in full
implicit form. The last two schemes considered, were the OSM incorporated
in the average acceleration method and the α-method.

To test the various integration methods in a real-time context, a series
of masses connected by material nonlinear springs, characterized by strain-
hardening ratio of 0.5, were considered. The physical substructure repre-
sented a single mass exposed to a sinusoidal load, imposed by an hydraulic
actuator. Furthermore, the numerical and physical substructures were con-
nected through a single DOF.

To be able to apply the two fully implicit schemes for nonlinear systems,
a so-called sub-step feedback strategy was introduced, where the nonlinear
forces were written as a sum of a linear contribution plus an additional non-
linear increment. The increment was divided in sub-steps, and required a fre-
quent feedback from the physical substructure. However, due to the sub-step
feedback approach, the implicit schemes required the highest computational
demand, and showed the poorest results, DOF wise. It was only possible to
run a nonlinear substructure including 20 DOFs.

The remaining four schemes however, were capable of simulating a 50
DOF system with time steps in the range 5 - 25 ms. The explicit Newmark
scheme exhibited the highest precision and stability, and was concluded to
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be the preferred scheme. The Newmark-Chang, the OSM and the α-OSM
also showed high precision and stability, but the former was a little more
efficient. Furthermore, the α-OSM was recommended in case high frequency
content should be removed.

In Chen and Ricles (2008), Chen et al. (2009) and Chen et al.
(2012) yet another integration algorithm, denoted the CR algorithm, was
presented and tested in a real-time hybrid simulation context. The CR al-
gorithm is an explicit scheme in both displacement and velocity. By using
a target displacement and target velocity with weighting parameters chosen
by use of a pole mapping technique from discrete control theory, the al-
gorithm was made unconditional stable for linear analysis. Furthermore the
CR algorithm was reported to have the same accuracy, in terms of equivalent
damping and period elongation, as the constant average acceleration method.
To examine its real-time potential in nonlinear cases, a three-storey frame
with an elastomeric damper installed at the bottom floor was considered.
The frame was assumed to exhibit a material non-linear behavior, charac-
terized by the Bouc-Wen model, and was modelled by membrane, beam and
truss elements. The damper was taken as the physical substructure coupled
by 3 DOFs to the numerical frame structure. A successful real-time hybrid
simulation with stable and accurate results was executed with a time step in
the order of 10 ms. In the given case the capacity was reported to be 134
DOFs. Furthermore the algorithm was shown to be unconditionally stable in
the case of softening behavior, but conditional stable for hardening behavior.

In recent years the increase in the DOF capacity is mainly attributed to
an increasing available computational speed and more flexible software with
improved programming strategies. In Saouma et al. (2012) a specialized
software, called Mercury, was developed with main emphasis on improving
the real-time capacity in or to be able to consider highly nonlinear rein-
forced concrete members. The simulation software was developed in both
a Matlab version and a C++ version, with the latter used for real-time
applications. Two dimensional beam flexibility elements and stiffness based
beam elements were included in the implementation. Different constitutive
models were implemented for the steel and concrete. Classic isotropic and
kinematic hardening models were applied for the steel, and modified Kent-
Park models were used for the concrete. To model reinforced concrete an
innovative anisotrpic damage based element was applied. Furthemore, to
improve the evaluation of the restoring forces, which is one of the heaviest
task as discussed in chapter 1, a multi-threading of the code was organized,
which greatly improved the speed. The code was capable of simulating a
405 DOF steel reinforced concrete frame connected by 3 DOFs in the shared
boundary to a physical substructure made up by a reinforced concrete col-
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umn. For the purpose, an implicit time integration strategy introduced by
Shing et al. (2004) using a fixed numbers iterations was adopted. In the
given case ten iterations and a time step of 10 ms were used.

In Chae et al. (2013) another specialized software, called HybridFEM,
was used by to test an actuator compensation scheme in a real-time con-
text. A three story steel frame with a viscous damper installed at the third
floor was considered for the real-time validation. The damper was taken
as the physical substructure and the remaining frame structure as the nu-
merical substructure. The explicit CR algorithm by Chen and Ricles (2008)
was applied using a time step of magnitude 10/1024 s, with ten sub steps.
The numerical substructure was modelled by so called distributed plastic-
ity displacement-based beam-column fiber elements with five fiber sections
along each element. The fibers were assumed to have a bilinear stress-strain
relationship, with a strain-hardening ratio set to 0.01. Furthemore, nonlinear
panel zone elements were applied to model joints and a single column was
modelled wtih kinematic nonlinear elements. The test was successfully per-
formed with a total of 150 elements representing 514 DOFs, which constitutes
the highest amount of DOFs applied in a nonlinear substructure today.

Department of Civil Engineering - Technical University of Denmark 23



2.2 Real-time Hybrid Testing History of Hybrid Testing

24 Department of Civil Engineering - Technical University of Denmark



Chapter 3

Existing Time Integration

The present chapter focus on time integration in numerical simulations. First
the general principles behind time integration are presented, with the New-
mark method as point of reference. For this, the work of Krenk (2009), Cook
et al. (1974) and Chopra (1995) has been used as inspiration. Next the use of
time integration in a hybrid testing context is considered. The the pros and
cons of using implicit and explicit integrations schemes are discussed, and
a number of examples on methods implemented for real-time hybrid testing
experiments are presented. The chapter is ended with some concluding re-
marks, arguing for the choice of time integration methods used in the present
PhD study.

3.1 Time Integration

The global EOM, on temporally discretized form at the specific time ti, are
considered:

MV̈i + q
(
Vi, V̇i

)
= F(ti) (3.1)

V is the displacement vector, M represents the mass matrix, F is the external
load vector, q(Vi, V̇i) represents the internal force vector of the system and

(̇) = d()/dt.
Numerical time integration of the EOM is applied when the dynamic

problems become large or complex. The aim of the integration is to determine
the state of the system at the specific time ti+1 =ti + ∆t by use of the state
at the previous times ti, ti−1, ..., and the loading over the interval ∆t, see
Figure 3.1. In some integration methods, also the state at the time ti+1 can
be included in an iterative approach. The standard methods applied in time
integration are the so called collocation-type methods, where the equations
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∆t
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t

ti−1 ti ti+1

Figure 3.1: Displacement history.

of motion in (3.1) is fulfilled at selected points in time, cf. Krenk (2009).
As the displacements, velocities and accelerations comprise three unknowns,
three set of equations are required to evaluate these. In addition to the EOM,
a suitable relationship between the displacements, velocities and acceleration
are assumed. These are typically given a set of Taylor approximations.

One of the most applied time integration schemes, is the Newmark method,
cf. Newmark (1959). Here the displacements, velocities and accelerations are
at the specific times ti and ti+1 are related by the expressions:

Vi+1 = V∗
i+1 + ∆t2βV̈i+1 (3.2)

V̇i+1 = V̇∗
i+1 + ∆tγV̈i+1 (3.3)

where ()∗ denote the predictor terms, which are defined as

V∗
i+1 = Vi + ∆tV̇i + ∆t2(

1

2
− β)V̈i (3.4)

V̇∗
i+1 = V̇i + (1− γ)∆tV̈i (3.5)

with the weighting parameters β and γ.
When thinking of time integration methods, these are often divided in

two categories; explicit and implicit schemes. Implicit schemes usually re-
quire iterations in nonlinear context, whereas explicit schemes do not. This
allows explicit schemes to proceed faster from one state in time to the next.
However, the time step magnitude is usually required to be much smaller in
explicit schemes, in order to remain the stability and accuracy of the algo-
rithm. Based on the choice of parameter values of β and γ, the Newmark
method offers both implicit and explicit versions.

In case a linear system is considered, the internal force vector in (3.1) is
given as:

q(Vi, V̇i) = CV̇i + KVi (3.6)
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where C and K are constant damping and stiffness matrices.
With (3.6) the approximate displacements in (3.2)-(3.3) can be introduced

into the EOM in (3.1) at time ti+1, and a linear expression in V̈i+1 is found.
Evaluating V̈i+1, the displacements and velocities can be determined by use
of (3.2)-(3.3), and one can proceed on to the next time step.

In case, the internal force vector is a nonlinear function on the displace-
ments and velocities, an iterative solution on the residual, ri+1, is required.
The residual is defined as:

ri+1 = F(ti+1)−Mẍi+1 − q(xi+1, ẋi+1) (3.7)

In Newton iteration the linearized increment, δri, of the residual is considered

ri+1 + δri+1 + ... = 0 (3.8)

with the dots indicating the higher order increments. These higher order
terms are not needed, as only linear equations can be solved anyway.

The linearized increment in the residual, can be expressed as an increment
in the displacements, δVi, velocities, δV̇i, and accelerations, δV̈i, as

δri =

(
∂ri
∂Vi

δVi +
∂r

∂V̇i

δV̇i +
∂r

∂V̈i

δV̈i

)
(3.9)

From (3.2) and (3.3) the displacement, velocity and acceleration increments
in (3.9) are related by the expressions:

δVi =∆t2βδV̈i (3.10)

δV̇i =∆tγδV̈i (3.11)

Introducing the expression (3.9)-(3.11) into (3.8) a linear form for evaluation
of the displacements increment is found

K∗δV = r (3.12)

where K∗ is denoted the modified tangent stiffness matrix, formulated as

K∗ = KT (V) +
γ

β∆t
C +

1

β∆t2
M (3.13)

with KT (V) representing the tangent stiffness matrix, which is a nonlinear
function of V. Evaluating the incremental displacement δV from (3.12), the
state of the system can be updated by use of (3.10)-(3.11)

Vi+1 = Vi+1 + δVi+1 (3.14)

V̇i+1 = V̇i+1 +
γ

β∆t
δVi+1 (3.15)

V̈i+1 = V̈i+1 +
1

β∆t2
δVi+1 (3.16)
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By use of (3.7), (3.12) and (3.14) - (3.16) an iterative process can be carried
out, until the residual in (3.7) is below a chosen tolerance.

In the following the pros and cons of using implicit and explicit schemes,
in relation to hybrid testing, are discussed. Furthermore, a more in depth
description of some of the time integration methods and approaches adopted
in RTHT, are presented. All of these build on the Newmark method presented
here.

3.2 Time Integration in Hybrid Testing

Time integration constitutes a vital element in hybrid testing with stability,
accuracy and computational speed as the key points for obtaining success.
Accuracy and stability are desirable properties for obvious reasons. However,
in case real-time testing is desired, computational speed is just as important
as the former two mentioned key points. As discussed in relation with the
RTHT loop in Figure 1.2, the actual simulation time, ∆ta, spent on simu-
lation each time step, has to be less than the length of the simulated time
step, ∆t. Thus, a real-time criteria is:

∆ta < ∆t (3.17)

If not the real-time requirement in (3.17) is fulfilled, errors are introduced
into the hybrid test, and strategies to make up for the these are then needed.
However, in case path-dependent structures are tested, it might not be pos-
sible to attain the desired state after errors are introduced, and the test has
to be restarted.

In hybrid testing the structure is partitioned in a physical part and a
numerical part, as discussed previously in reference to Figure 1.1. If distin-
guishing between the two contributions in the equation of motion in (3.1),
and assuming that the numerical substructure contains linear damping, this
can be written on the form:

MnV̈i + CnV̇i + gn(Vi) + Rp,i = Fi (3.18)

with the subscripts n and p referring to the numerical and physical con-
tributions, respectively. The vector Rp,i includes the inertia, damping and
restoring forces of the physical substructure. It is measured by the actuators
and given as a direct input to the EOM during the hybrid loop, as described
in relation to Figure 1.2.

In the following, Rp,i is referred to as the actuator forces. Furthermore,
for simplicity the subscripts n and p in (3.18) are neglected in the following,
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and the internal restoring forces of the numerical substructure at the time
ti, are denoted gn(Vi) = gi.

To solve the EOM in (3.18) various types of integration schemes have been
used in RTHT. The, most preferred integration schemes are the Newmark
method, the CDM and the OSM. The CDM is an explicit scheme, whereas the
Newmark method offers both implicit and explicit versions, depending on the
integration parameters chosen. The OSM is characterized as a noniterative,
linearly implicit and nonlinear explicit method.

In table 3.1 are listed some of the most obvious pros and cons related to
implicit and explicit schemes in a RTHT application. In the following these
are discussed and examples on integration schemes applied are presented.

Table 3.1: Pros and Cons in Time Integration Schemes for RTHT.

Implicit Schemes Explicit Schemes

Pros • Higher stability and accu-
racy than explicit schemes

• Knowledge of physical sub-
structure is not required

• Simple and computational
efficient

Cons • Number of required itera-
tions are unknown

• Lower stability and accuracy
than implicit schemes

• Require information about
physical substructure for it-
eration

3.2.1 Implicit Integration Schemes

As listed in Table 3.1, the typical advantage of implicit schemes compared to
explicit schemes, are that they are more stable and provide a higher accuracy
in terms of the displacement output. This typically allows larger time steps
to be applied, compared with explicit methods. Furthermore, some implicit
schemes offer unconditional stability for linear analysis. In nonlinear analysis,
however, the unconditional stability property vanish, or is, at most, only
present for softening type behavior, considering collocation-type methods.

The high precision and stability of implicit schemes are desirable proper-
ties, especially as large times can be required, in order to fulfill the real-time
criteria in (3.17). However, in RTHT context many challenges also arise with
the use of implicit schemes. One issue is in case of nonlinear systems, where
iterations are introduced. This complicates the process, as the number of
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iterations are typically unknown prior to the simulations. Furthermore, iter-
ations require a frequent exchange of data between the substructures, which
in Bonnet et al. (2008) was shown to be potentially very computational ex-
pensive. Also properties, such at the stiffness, of the physical substructure,
are often required in the iteration process. These can be difficult to measure
during a test.

Furthermore, the conventional iteration process is not possible in RTHT.
By this is meant, that it is not possible to impose a predicted displacement
at the following time step, ∆t ahead in time, onto the physical substructure,
evaluate the residual and correct this with a displacement increment found
in a subsequent iteration. The displacement imposed onto the physical sub-
structure a time step, ∆t, ahead should be the converged displacement, and
not a predicted displacement. Thus, the iterations have to be performed
in parallel while imposing the displacements onto the physical substructure.
For this additional strategies have to be adopted in the iteration processes.

Thus, the use of implicit schemes in RTHT context faces a number of
challenges. However, different schemes and approaches have been adopted to
work out these in the best way. In the following three examples on different
implicit integration schemes and strategies applied in real-time context are
given, with focus on solving the challenges discussed above.

Implicit Method With Fixed Number of Iterations

Shing et al. (2004) and Jung and Shing (2007) suggested a nonlinear solution
approach, combining a Newton-type iteration with sub-increments imposed
onto the physical substructure through interpolation. A key points of the
method, is that a fixed number of iterations are adopted in each time step,
to ensure that the iterations can be finished within the real-time requirement.

The approach is sketched in Figure 3.2 for a one dimensional case, where
the actuator displacement has reached the value Vi at time ti and the dis-
placement Vi+1, a time step ∆t later, should be evaluated next. The interval,
∆t, is divided in n equal time steps, δt, corresponding to the number of fixed
iterations applied, with k denoting the iteration step, k ε [1;n]. In each itera-
tion step an estimate for the displacement at time ti+1, is made, referred to as
V k
i+1. After evaluation of this, a polynomial through the displacement points

Vi−1, Vi and V k
i+1, is then used to interpolate the displacement, Ṽ k

i+1, at the
following sub-step. The interpolated displacement is sent to the actuators,
where the actuator force R̃k

i+1 is measured at sub step k, and is sent to the
numerical substructure, where it is used in the following iteration step.

The point of the iteration steps is to update the displacement V k
i+1. For

this the residual, r̃ki+1, at the imposed displacements, Ṽ k
i+1, is used. Intro-
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Figure 3.2: Implicit Integration Method by Shing et al.

ducing the approximate displacements and velocities in (3.2)-(3.3) into the
EOM in (3.18) together with the forces R̃k

i+1 and g̃ki+1, the residual can be
evaluated as:

r̃ki+1 =Fi+1 + M̄(V ∗
i+1 − Ṽ k

i+1)− CV̇ ∗
i+1 − g̃ki+1 − R̃k

i+1 (3.19)

with

M̄ =

(
M + ∆tγC

∆t2β

)
(3.20)

V ∗
i+1 = V k

i+1 (3.21)

V̇ ∗
i+1 = V̇ k

i+1 (3.22)

Knowing the residual, r̃ki+1, the incremental displacement, δV , can then be
evaluated from (3.12). During the test it can however be difficult to measure
the properties of physical substructure required to evaluate the modified
stiffness matrix in (3.12). Instead, Shing et al. (2004) and Jung and Shing
(2007) suggested to use the initial measured mass, damping and stiffness
properties of the substructures, in the nonlinear iteration process. Using this
approximation, the modified tangent stiffness matrix in (3.13) can then be
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formulated as:

K∗ = (Kn,0 + Kp,0) +
γ

β∆t
(Cn + Cp) +

1

β∆t2
(Mn + Mp) (3.23)

with the subindex p and n referring to the physical and numerical substruc-
tures. The exact values for the physical substructure are not required in the
iteration process. Using approximate values can however slow down the iter-
ation process. When using the initial properties in the iteration Shing et al.
(1991) and Shing and Vannan (1991) suggested to use a stiffness slightly
higher than the actual stiffness, as this improved the stability of the algo-
rithm.

After having evaluated the displacement increment, δV, by use of (3.12)
with residual in (3.19) and the modified stiffness in (3.23), the predicted
displacement at time ti+1 can be updated to be

V k+1
i+1 = Ṽ k

i+1 + δV (3.24)

It is important to stress, that displacement Ṽ k
i+1 in (3.19) should be the

displacement actual imposed by the actuators, in order to ensure consistency
between the numerical calculations and the actual experiment. The final
displacement, Ṽ

n

i+1, imposed by the actuators onto the physical substructure,
is taken as the converged displacement, Vn

i+1.
Shing et al. (2004) and Jung and Shing (2007) pointed out, that it is

uncertain how big the residuals will be, when a specific amount of iterations
are applied. It is however expected that these will be larger than in con-
ventional iteration. In the given case, though, ten iterations were reported
to be enough for even highly nonlinear systems. Another issue is, that if
many iterations are adopted, the frequent amount of feedback between the
substructures potentially can be problematic, as illustrated in Bonnet et al.
(2008) where the frequent feedback limited the DOF capacity of implicit
schemes compared to explicit schemes.

Despite of these uncertainties, the scheme has demonstrated to be fully
applicable in real-time context. In Jung and Shing (2007) the method was
reported to be successfully included in a nonlinear real-time test consider-
ing a steel braced frame with kinematic as well as geometric nonlinearities,
including a 35 DOF numerical substructure. As previously mentioned in
Chapter 2, the method was also recently applied by Saouma et al. (2012), to
run a 405 DOF nonlinear substructure in a RTHT.
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Combined Implicit or Explicit Method

In Mosqueda and Ahmadizadeh (2007) a so-called combined implicit or ex-
plicit method was presented. A key point in the method is, that polynomial
expressions, based on previous measurements, are used to express the actu-
ator forces, Ri+1, in the iteration process. Furthermore, the displacement
corrections found during the iteration process are not compensated for un-
til the following time step. This was done in order to avoid unrecoverable
damage due to potential iterative displacement reversals.

The principle of the method is shown in Figure 3.3, where the displace-
ment, V, at the shared boundary is sketched as a function of time. Two
curves are shown; an implicit solution curve, and the actual actuator dis-
placement curve. The latter is based on the predictor displacements of the
implicit solution curve, determined by use of the fully explicit Newmark
scheme (β = γ = 0), cf. (3.4) - (3.5):

V∗
i+1 = Vi + ∆tV̇i +

1

2
∆t2V̈i (3.25)

V̇∗
i+1 = V̇i + ∆tV̈i (3.26)

V
Predictor displacements

Implicit solution curve
Actuator displacement

t
∆t ∆t

Figure 3.3: Combined implicit or explicit method.

During the time interval, ∆t, where the actuators impose the predictor dis-
placements and velocoties in (3.25) and (3.26), a Newton-type iteration is
running in parallel. However, to avoid iterating on the physical substructure
and to minimize the communication between the substructures, the actuator
force, Ri+1, is approximated. For this the most recently measured actuator
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forces and displacements are used to oragnize two second order polynomials,
see (3.27)-(3.28), with t denoting the time, and ai, bi and ci representing the
polynomial coefficients, i ε [1;2].

V (t) = a1t
2 + b1t+ c1 (3.27)

R(t) = a2t
2 + b2t+ c2 (3.28)

During an iteration, the polynomial in (3.27) is used to determine the time,
where displacement in iteration step k, Vk

i+1, appears. Entering the corre-
sponding time into (3.28) the actuator force, Rk

i+1, can be evaluated. By
adopting this strategy, the iteration task can be separated from the physical
substructure, and iterations can then proceed until convergence is fulfilled.
Hence, no actuator feedback is required in the iteration process with the
present method.

As stated previously, the corrections to the predictor displacement found
in the iteration process, are not enforced along with the iterations. Instead
they are implicit compensated for in the following time step by the predic-
tion step of the implicit solution curve. However, as sketched in Figure 3.3,
the approach entails that the actuator displacements will deviate from the
equilibrium curve, but that the implicit solution curve is intended to keep
it close the the actual response. Furthermore, in case equilibrium is not
achieved during the time step, the initial prediction displacements in (3.25),
are taken as the equilibrium state. The method then converts to an explicit
method.

In Mosqueda and Ahmadizadeh (2007) the integration strategy was tested
on a frame structure exposed to an earthquake, with one column taken as
the physical substructure. In a linear test the method was compared with
the central difference method, and it was demonstrated that the presented
algorithm is much more stable when the time step magnitudes were increased,
due to its implicit character. The algorithm was also successfully tested in a
case where the physical substructure exhibited material nonlinear behavior.

The authors pointed out a number of weaknesses of the method. In case
of displacement reversals, the polynomial prediction in (3.27) will perhaps
not be able to represent the displacments, and complex numbers will then
appear. Furthermore, the approximation for the actuator force is based solely
on displacements, i.e. the effects of velocity and acceleration are neglected.
Thus, the approach is mainly applicable for displacement-dependent struc-
tures, and not for highly rate dependent structures, such as e.g. dampers.
Thus, improvements are required. Furthermore, it was not demonstrated if
the method worked well with adoption of nonlinear numerical substructures.
Only linear substructures were included.
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Operator Splitting Method

Nakashima et al. (1990) introduced the Operator-splitting method (OSM) in
pseudo-dynamic testing. The algorithm was initially suggested by Hughes
et al. (1979). A key point of the method is that the restoring force is split into
an approximated linear and nonlinear part, cf. (2.2). With this assumption
the actuator forces and the restoring forces of the numerical substructures
are approximated as

gi+1 =g∗
i+1 + Kn,0(Vi+1 −V∗

i+1) (3.29)

Ri+1 =R∗
i+1 + Kp,0(Vi+1 −V∗

i+1) (3.30)

where Kn,0 and Kp,0 are stifnesses close to the initial elastic stifnesses of the
numerical and physical substructures, respectively. Furthermore g∗

i+1 and
R∗
i+1 represent the restoring force of the numerical and physical substruc-

tures, evaluated at the predictor displacements. The assumption for the
actuator forces in (3.30) in the one dimensional case, is sketched in Figure
4.1.

R

Ri+1

R∗
i+1

V
Vi+1V∗

i+1

Kp,0(Vi+1-V∗
i+1)

Figure 3.4: Approximate actuator force in the OSM.

With the approximations in (3.29) and (3.30) the EOM in (3.18) can be
written on the form;

MV̈i+1 + CV̇i+1 + g∗
i+1 + R∗

i+1 + (Kn,0 + Kp,0) (Vi+1 −V∗
i+1) = Fi (3.31)

Introducing the predictor and corrector terms in (3.2)-(3.5) into (3.31) an
expression linear in V̈i+1 is given. By evaluation V̈i+1 the displacements and
velocities at the specific time ti+1 can be found, and the displacements and
velocities used for the following time step can be evaluated from (3.2)-(3.3).
In this way iterations are avoided.
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It should be stressed, that the corrector displacement, Vi+1, is never
imposed onto the substructure, but is used to compensate for the error of
the predictor displacement, V∗

i+1, in the following step. This is similar to the
procedure used in the combined implicit or explicit method by Mosqueda
and Ahmadizadeh (2007).

The introduced assumption in (3.30) is only valid in case displacement
related nonlinearities exist in the physical substructure. As discussed in
chapter 2, Wu et al. (2006a) extended the method to the case where the
structural response would also be a nonlinear function of the velocity. This
was done by introducing a similar corrector term for the nonlinear damping.
With this the approximation for the actuator forces in (3.30) were extended
to

Ri+1 =R∗
i+1 + Kp,0(Vi+1 −V∗

i+1) + Cp,0(V̇i+1 − V̇∗
i+1) (3.32)

where Cp,0 is a prescribed damping matrix related to the physical substruc-
ture.

The Operator splitting method is theoretically an implicit scheme, but
uses explicit predictor displacement to impose onto the structure. This makes
it very simple and straight forward to use. It is second order accurate and has
shown unconditional stability for linear systems and for nonlinear systems
with softening behavior. It can also be combined with the α-method to
introduce damping into the system. As concluded in Bonnet et al. (2008),
the scheme is however a little less efficient than the explicit Newmark scheme,
and the Newmark-Chang scheme.

3.2.2 Explicit Integration Schemes

Next, explicit time integration in hybrid testing is considered. The charac-
teristics of an explicit scheme is that the evaluation of Vi+1 does not require
an iterative solution on any system of equations at time ti+1, but instead
can be evaluated directly from the results at the previous time-steps. An
example on a scheme which is explicit in the displacement, is the explicit
Newmark scheme, using the parameters β = 0. The displacement vector in
(3.2) is then approximated as

Vi+1 = Vi + ∆tV̇i + ∆t2
1

2
V̈i (3.33)

Explicit schemes tend to be more appealing in a RTHS context as the ac-
tuator forces, and the stiffness, mass and damping properties of the physical
substructure are not required in an iterative process. Explicit schemes are
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typically also simple to implement, and can be very time efficient as listed in
Table 3.1. However, when using explicit schemes, more strict requirements
exist with respect to the stability and precision. The stability limit for the
time step magnitude is typically inverse proportional with the highest fre-
quency of the system, i.e. when high frequency content is present, the applied
time steps have to be small. Typically the time steps in explicit schemes will
be significantly smaller compared to if implicit schemes are used. However,
the efficiency can compensate for this.

The Central Difference Method

The CDM is as previously mentioned, a popular applied explicit scheme in
hybrid testing, due to its simplicity and efficiency. In real-time context the
scheme has been applied e.g. by Nakashima et al. (1992), Nakashima and
Masaoka (1999), Darby et al. (1999) and Carrion and Spencer Jr. (2007). In
the CDM the velocities and the accelerations are approximated as

V̇i =
Vi+1 −Vi−1

2∆t
(3.34)

V̈i =
Vi+1 − 2Vi + Vi−1

∆t2
(3.35)

Inserting the approximations in (3.34) and (3.35) into the EOM in (3.18)
evaluated at time ti, the displacement, Vi+1, at the following specific time,
ti+1, can be evaluated as

Vi+1 =

(
1

∆t2
M +

1

2∆t
C

)−1

(Fi − g(Vi)−Ri + bVi − aVi−1) (3.36)

where the coefficients a and b are:

a =
1

∆t2
M− 1

2∆t
C (3.37)

b =
2

∆t2
M (3.38)

As seen from (3.36) the displacements at the specific time ti−1 are re-
quired. In the first step the value for V−1 can be evaluated by use of (3.34)
and (3.35) as:

V−1 = V0 −∆tV̇0 +
∆t2

2
V̈0 (3.39)
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The stability requirement of the CDM in the linear domain is inversely
proportional to the highest frequency, cf. Cook et al. (1974):

∆t ≤ 2

ω
(3.40)

where ω has the unit rad/s. In nonlinear context the stability requirement,
(3.40), is however no longer valid. Thus, in nonlinear analysis a suitable time
step magnitude has to be evaluated in another way, for example through a
number of test simulations.

A main disadvantage of the CDM is that that it is only explicit in the dis-
placement, which makes it implicit for nonlinear rate-dependent structures.
However, the scheme also possesses many good qualities, such as; its is sec-
ond order accurate, it exhibits no numerical energy dissipation, it is simple
and last but not least, it is very efficient. These quantities are most likely the
reasons why the scheme has been so popular in hybrid testing application.

3.3 Concluding Remarks

In the present chapter, the pros and cons of using implicit and explicit time
integration methods in real-time hybrid testing, have been discussed. Fur-
thermore a number of examples on different integration schemes and tech-
niques used in applied test cases, have been presented.

In the present PhD study the central difference method has been used as
the preferred time integration method. The reason for choosing this scheme
is first of all because it is very simple and efficient. Furthermore, an explicit
scheme was chosen in order to put aside the iteration issues discussed above,
and focus purely on the numerical substructures.
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Chapter 4

Existing and New Basis
Reduction Methods

The present chapter focus on the use of projection based reduction methods,
also referred to as basis reduction, with special emphasis on its application
in kinematic nonlinear structures. Generally reduction methods are used
to reduce the dimension of large discretized numerical models with the aim
of decreasing the computational time, and simultanesouly maintain a high
solution accuracy.

The principle of basis reduction is to define a subspace represented by a
reduced basis, where the nonlinear EOM are projected onto. Ideally a basis
that spans a low-dimensional subspace, and at the same time can span the
solution, V, to the EOM, is chosen.

(a)

V V

x

y

z

(b)

x

y

z ϕ1

ϕ2

Figure 4.1: (a) Solution vector V in (x,y,z) space and (b) basis vectors ϕ1

and ϕ2 spanning a plane, that contains V.
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In Figure 4.1 the principle is illustrated, with a solution vector V spanned
in a three-dimensional (x,y,z) co-ordinate system. Instead of solving the EOM
described in the three-dimensional space, it can be projected onto a reduced
basis consisting of the two basis vectors, ϕ1 and ϕ2, spanning a plane in which
the full solution vector, V, is also located. By this the EOM is reduced by
one dimension, meaning that less equations have to be solved, but with a
retained solution accuracy.

The concept of basis reduction is well known from linear analysis, but
has also found its use in nonlinear analysis, see e.g. Horri and Kawahara
(1969) and Nickell (1976). In linear structural analysis basis reduction can
be used to decouple the equations of motion, and thereby improve the effi-
ciency of the simulations, see e.g. Chopra (1995). In nonlinear analysis this
property also exist, but requires the basis to be updated in between each
time step. This is a costly procedure, and is not well suited for real-time
simulations. Furthermore, the selection of basis vectors for nonlinear sys-
tems is more complex than for linear systems. In linear systems the basis
vectors orthogonal to the loading are typically not of importance, and can be
disregarded. However, in kinematic nonlinear analysis, different deformation
modes are coupled through a nonlinear strain measure, which can cause the
basis vectors orthogonal to the loading to be activated. If the coupling acti-
vated modes are omitted from the basis, locking can become a consequence,
potentially ruining the accuracy of the response.

Another potential benefit of basis reduction, is that it provides an efficient
way of removing some of the high frequency content of the discrete FEM
models. Removing the high frequency content, the stability of the system is
increased, and larger time steps can be applied in the time integration. This
can help to improve the efficiency of the simulations.

In the present chapter, the general principles behind basis reduction are
given, and some of the most applied basis vectors are presented. These en-
counter the Linear Normal Modes, Ritz vectors and Modal Derivatives. To
illustrate the importance of choosing a basis that can represent the nonlinear
effects of the system, an example is given. After the general introduction,
three elements that can improve the accuracy in a real-time context are pre-
sented. These consist of the adoption of a efficient global evaluation of the
internal restoring forces, an improvement of the modal derivatives, and the
use of a so-called Taylor basis. The elements constitute the major contribu-
tions of the present PhD study.

It should be stressed, that in the present chapter, purely numerical sys-
tems are considered. The coupling of physical substructures with numerical
substructures including basis reduction, is discussed in the following chapter.
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4.1 Basis Projection

The starting point of basis reduction is the EOM on discretized form

MV̈ + CV̇ + g(V) = F(t) (4.1)

where the mass and damping matrices are of dimension n×n and the re-
maining components are vectors of dimension n×1. A basis is then chosen,
consisting of N basis vectors, ϕi, of dimension n×1, and their belonging re-
duced co-ordinates, si, i ε [1;N]. The basis vectors are organized as columns
in a basis matrix, Φ, of dimension n×N and the reduced co-ordinates are
organized in a vector s of dimension N×1. The displacement field, V, can
then be approximated as:

V ≈
N∑

i=1

ϕisi = Φs (4.2)

In the following the basis formulation in (4.2) is referred to as the linear basis
formulation, because of the linear relation between the basis vectors and the
reduced co-ordinates. The EOM in (4.1) are projected onto the reduced basis
in (4.2) to obtain the reduced system of equations, yielding the formulation:

ms̈ + cṡ + g̃(s) = f(t) (4.3)

with the projected matrices and vectors defined as:

m = ΦTMΦ (4.4)

c = ΦTCΦ (4.5)

g̃(s) = ΦTg(Φs) (4.6)

f(t) = ΦTF(t) (4.7)

The mass and damping matrices in (4.4) and (4.5) are of dimension N×N
and the internal restoring forces and the load vector in (4.6) and (4.7) are of
dimension N×1. Typically N� n, and the projected EOM in (4.3) can poten-
tially be solved significantly faster than the initial system in (4.1). However,
due to the nonlinear character of the internal restoring forces, these have to
be assembled element-by-element before they can be projected as done in
(4.6). The assembling was previously illustrated to be a costly procedure, cf.
section 1.2.1. In section 4.2.1 a reformulation technique of the restoring forces
in (4.6) is discussed, which can ease the computational burden significantly.

To obtain an accurate solution when solving the system of equations in
(4.3), it is of major importance that the chosen basis in (4.2) can span the
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response with a high accuracy. For linear systems, typically the basis vectors,
ϕi, with frequencies in the domain of the load excitation frequency and with
a relatively high load, fi =

∣∣ϕTi F
∣∣, are significant to the response. These

basis vectors are also important in nonlinear systems. However, in kinematic
nonlinear systems, the nonlinear strain measures couple various deformations
modes. This can cause modes orthogonal to the loading to be excited as
well. In the following an example is given to illustrate the importance of
representing the coupling activated deformation modes in the applied basis.
The example is taken from the work in Andersen and Poulsen (2014).

4.1.1 Nonlinear Cantilever - Example

A nonlinear cantilever beam of length l, exposed to an external harmonic load
F(t), with an excitation frequency, ωe, and an amplitude, Fmax, is considered,
see Figure 4.4a. The beam has a bending stiffness EI, a density ρ, a damping
ratio ζ, a poisson’s ratio ν, and a cross section of height h and width b. The
beam parameters are given in table 4.1. Furthermore, the displacement in
a point (x,y,z) is described by the vector u(x, y, z) = [ux uy uz]

T , with the
normal center in (x,y)=(1

2
,1
2
) m.

(a)

l

EI, ρ, ζ, ν

F(t)

u

y

z

(b)
-uz

uy

Figure 4.2: (a) Cantilever exposed to harmonic load in the (y,z)-plane. (b)
Sketch of deformed state.

The beam is modelled by use of 10-nodal isoparametric tetrahederal con-
tinuum elements with three translational DOFs in each node. For details
about the element and the mesh, see Andersen and Poulsen (2014). Green
strains are assumed, and the strain measure along the beam length, ε, is
constituted by first and second order terms in the displacement field, see e.g.
Krenk (2009):

ε(x, y, z) =
∂uz
∂z

+
1

2

[(
∂ux
∂z

)2

+

(
∂uy
∂z

)2

+

(
∂uz
∂z

)2
]

(4.8)

The strain measure in (4.8) introduces a coupling between deformations in
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Table 4.1: Cantilever parameters.

Parameter Unit Magnitude
l m 4
h m 1
b m 1
EI Nm2 17.5·109

ρ kg/m3 7800
ν - 0.3
ζ % 0

Fmax GN 2
ωe rad/s 4π

the x-, y- and z-direction, respectively. In linear analysis the higher order
terms in (4.8) vanish, and the coupling disappears.

If, for simplicity, it is assumed that the normal force along the beam
axis in the deformed state is negligible, then the strain, ε, will be zero.
Furthermore, if it is assumed that ux = 0 and (∂uz/∂z)2 � (∂uy/∂z)2, then
(4.8) can be approximated as:

∂uz
∂z

+
1

2

(
∂uy
∂z

)2

= 0 (4.9)

By integrating over the beam length, a deformation in the y-direction is seen
to introduce a negative axial deformation due to the coupling:

uz(z) =− 1

2

∫ z

0

(
∂uy
∂z

)2

dz (4.10)

To illustrate the importance of representing the axial deformation in (4.10)
due to bending, the dynamic response of the cantilever in Figure 4.4a is
analysed by use of basis reduction. Part of the basis consists of so-called
Linear Normal Modes (LNMs), ϕi. These are described in more detail in
section (4.1.2). Furthermore a set of higher order terms are included. These
are organized by solving the linear and kinematic nonlinear systems in (4.11)
and (4.12) and subtracting the solutions from each other, cf. (4.13). The
parameter α is a scalar, that is scaled so that the maximum deviation in a
discrete point between Vnon and Vlin is 1%, with Vlin taken as reference.

KT (0)Vlin = αMϕi (4.11)

KT (V)Vnon = αMϕi (4.12)

ϕhi = Vnon −Vlin (4.13)
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Three different basis combinations are considered, referred to as reduced basis
formulation (RBF) 1 to 3, listed in Table 4.2. In the RBF1 case the four first
LNMs are included, in the RBF2 case the first LNM and its higher order
mode is included, and in the RBF3 case LNMs number 1 and 4 and their
higher order modes are included. The LNMs number 1 and 4 are bending
modes in the loading plane, LNM 2 is a bending mode in the (x,y)-plane,
and LNM 3 is a twisting mode with the z-axis as rotation axis. None of the
LNMs included deformation in the z-direction.

Table 4.2: Mode combination in cantilever analysis.

Case Linear modes, ϕi Higher order modes, ϕhi
RBF1 1-4 -
RBF2 1 1
RBF3 1, 4 1, 4

The LNMs number 1 and 4 are plotted in the top of Figure 4.3 in the
(y,z)-plane. For simplicity only the deformation along the line (x,y) = (0,1

2
)

m of the cantilever is considered. The corresponding higher order modes are

0 2 4
-1.5

-1

-0.5

0

0.5

0 2 4
-1

0

1

0 2 4

0

0.1

0.2

0 2 4
-20

-10

0

#10-3

z [m] z [m]

y
[m

]
y
[m

] ϕh1

ϕh2

ϕ2

ϕ1

Figure 4.3: Basis vectors, marked by solid lines, used for analysis of Can-
tilever - plotted in the (y,z)-plane.

also plotted in the bottom of Figure 4.3. In contrast to the linear modes,
that are based on a linear system, the higher order modes are seen to contain
deformations in the z-direction, introduced due to the coupling effects.

44 Department of Civil Engineering - Technical University of Denmark



Existing and New Basis Reduction Methods 4.1 Basis Projection

In Figure 4.4 the transverse deformation, -uy, in the point (x,y,z) = (1
2
,1
2
,4)

m is plotted over a time interval of 0.25 s, which corresponds to half a load
period. Four solution curves are presented; a solution based on the implicit
Newmark algorithm (NA) of the full model and three solution curves based
on the three RBF listed in table 4.2, evaluated by use of the CDM. The NA
solution is taken as the ’exact’ solution.

0 0.05 0.1 0.15 0.2 0.25
0

1

2

3

time [s]

-u
y
[m

]

NA

RBF3
RBF2
RBF1

Figure 4.4: Cantilever endpoint deformation.

From Figure 4.4 the global NA response is seen to be in phase with the
excitation frequency, ωe. Furthermore local oscillations in the order of 50 Hz
are present. This is caused by the influence of the first bending mode of the
system, ϕ1, which has a frequency of that magnitude.

The RBF1 solution is seen to deviate from the NA response, with a sig-
nificantly smaller amplitude and a higher local frequency. Thus, the given
basis seems to increase the stiffness of the system. This is because the LNMs
do not allow any horizontal deformation. The increase in stiffness can be
loosened by including the higher order modes. This is verified by the RBF2
and RBF3 solution curves. Solely by including a single higher order mode,
ϕh1 , significant improvement in the response is seen. Including the second
higher order mode, ϕh2 , in the basis, the response is improved further. In-
creasing the number of modes, the solution will converge at some point. This
is however not shown in the given case considered.

From the example it is obvious that it is of high importance to include
the coupling activated deformations in the basis.
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4.1.2 Basis Vectors

Many different bases exist, each with many variants and refinements. In
Lülf et al. (2013) an extensive review on some of the most popular applied
bases in kinematic nonlinear dynamic context were presented and compared.
The methods used to evaluate the bases were divided in so called post priori
methods and a priori methods, with the characteristics:

• post priori methods : Require information from actual full order solution
to generate bases.

• a priori methods : Do not require information from the full order solu-
tion to generate bases.

Among the post priori methods are e.g. the Proper Orthogonal Decompo-
sition (POD) method and the smooth orthogonal decomposition, whereas
among priori methods can be mentioned the Modal decomposition and the
Ritz method. For details about the various methods, see Lülf et al. (2013).

As stated above, the post priori methods require information on the full
order solution, e.g. found from a simulation of a numerical model or from
physical experiments, in the evaluation of the basis vectors. The a priori
methods, on the other hand, do not require any information on the solution
prior to the evaluation. In a hybrid testing context the response is not avail-
able prior to the analysis, and therefore only bases based on a priori methods
are considered in the given study. In Lülf et al. (2013) the LNMs and the
Ritz vectors were stated as the preferred a priori basis, based on a number
of nonlinear tests considering both local and global kinematic nonlinear sys-
tems exposed to different loading types. The LNMs and the Ritz vectors
also represent the two types of basis vectors applied in RTHT context by the
present author and other researchers. Therefore, the Ritz vectors, and LNMs
are elaborated in the following. Furthermore, the so-called modal derivatives
are considered. These represent the higher order effects of the displacement
field, discussed in more detail in the following. The modal derivatives have
also been extensively used in the present PhD study.

Modal Decomposition & Linear Normal Modes

Modal decomposition, also referred to as modal superposition, is one of the
most commonly applied projection based reduction methods. The basis is
constituted by a number of modal vectors, ϕi, which describe the free vibra-
tion modes of the undamped structure, referred to as LNMs or mode-shape
vectors. Each LNM has an associated natural frequency, ωi.
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The classic LNMs and the associated natural frequencies are given as the
corresponding eigenvectors and the eigenvalues to the linearized eigenvalue
problem in (4.14), see e.g. Chopra (1995):

(
KT − ω2

iM
)
ϕi = 0 (4.14)

For linear systems, the mode-shape vectors are mass and stiffness orthogonal;

ϕTi Mϕj = 0 , ϕTi KTϕj = 0 , i 6= j (4.15)

The orthogonality conditions in (4.15) can be used to decouple the EOM,
which helps to improve the efficiency of the time integration. This was e.g.
utilized in Darby et al. (2001) in a RTHT context, where modal decompo-
sition was applied. However, for nonlinear systems, the orthogonality con-
ditions in (4.15) are only preserved if the modes are updated between each
time step. This is however an expensive task, and it is not beneficial in a
real-time context.

The mode superposition has also been applied by Wu et al. (2006a) to
perform a RTHT analysis of an off shore platform to consider the perfor-
mance of a damper installed to prevent vibrations induced by i.a. earthquake
loading. In the given case a simplified model of the platform was analysed
using three LNMs. Also part of the basis vectors in the Ritz basis applied in
Blakeborough et al. (2001) consisted of LNMs.

The first application of modal superposition in kinematic nonlinear sys-
tems is dated back to Horri and Kawahara (1969) and later Nickell (1976).
To the best of the authors knowledge, modal decomposition has not yet been
used for kinematic nonlinear substructures in RTHT context.

The Ritz Method

Ritz vectors is another widely used basis vector, that was initially suggested
to be used as basis vectors by Wilson et al. (1982). In contrast to the LNMs,
where the vectors represent the free vibration modes of the system, the Ritz
vectors, ψi, are based on the load distribution of the system.

To evaluate the classic Ritz vectors a harmonic loaded system is consid-
ered. Introducing a harmonic solution, the EOM can be written on the form,
cf. Kapania and Byun (1993):

KTψ = FA + ω2Mψ (4.16)

where FA is the load amplitude. The first Ritz vector, ψ1, is based on the
static problem in (4.16), and is normalized with respect to the mass, cf.
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(4.17) and (4.18).

ψ̃1 = K−1
T FA (4.17)

ψ1 =
ψ̃1(

ψ̃
T

1 Mψ̃1

)1/2
(4.18)

To compensate for the inertia forces neglected in the evaluation of ψ1, the
following Ritz vectors are based on an equivalent static system with a force
given as the mass times the previous Ritz vector, cf. (4.19). After the evalu-
ation of each vector the Gram-Schmidt method is used to make it orthogonal
to the previous generated vectors, and it is then normalized with respect to
the mass, cf. (4.19)-(4.22).

KTψ
∗
i+1 = Mψi , i ≥ 1 (4.19)

ψ̃i+1 = ψ∗
i+1 −

i−1∑

j=1

cjψj (4.20)

cj = ψT
j Mψ∗

i+1 (4.21)

ψi+1 =
ψ̃i+1(

ψ̃
T

i+1Mψ̃i+1

)1/2
(4.22)

In order to account for material nonlinearities, the Ritz vectors applied
in Blakeborough et al. (2001) to perform real-time hybrid tests, deviate from
the classic Ritz vectors. As previously explained in chapter 2, each vector
was taken as the increment in the deformation pattern between various yield
stages found from a nonlinear static analysis, and made orthogonal to the
other basis vectors.

In the example in section 4.1.1, the expressions in (4.11) and (4.12) used
to evaluate the higher order modes were also inspired by (4.19). However,
the formula in (4.12) was replaced by a kinematic nonlinear system.

Modal Derivatives

Idelsohn and Cardona (1984, 1985a) introduced at set of higher order basis
vectors, ∂ϕi/∂sj, to the LNMs, referred to as modal derivatives. The dis-
placement field, V, can be expanded into a Taylor series around the reference
points si0, with si referring to the reduced co-ordinates. In (4.23) a second
order expansion is presented:

V = V0 +
N∑

j=1

∂V0

∂sj
(sj − sj0) +

1

2

N∑

j=1

N∑

k=1

∂2V0

∂sj∂sk
(sj − sj0)(sk − sk0) (4.23)
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By introducing the basis in (4.2) into (4.23), the LNMs, ϕi, are seen to repre-
sent only the first order displacement terms, whereas the modal derivatives,
∂ϕi/∂sj, also contribute to the second order terms, cf. (4.24) and (4.25).
Thus, the Taylor series indicate, that modal derivatives will contribute with
important information in nonlinear analysis.

∂V

∂sj
=

∂

∂sj

(
N∑

i=1

ϕisi

)
=

N∑

i=1

∂ϕi
∂sj

si +ϕj (4.24)

∂2V

∂sj∂sk
=

N∑

i=1

∂2ϕi
∂sj∂sk

si +
∂ϕk
∂sj

+
∂ϕj
∂sk

(4.25)

To determine the modal derivatives, a governing system of equations were
found in Idelsohn and Cardona (1984, 1985a) by differentiating the linearized
eigenvalue problem in (4.14). This yielded the system of equations:

(
KT (V)− ω2

iM
) ∂ϕi
∂sj

=

(
∂ω2

i

∂sj
M− ∂KT (V)

∂sj

)
ϕi (4.26)

The matrix on the left hand side of (4.26) is seen to be identical with the
eigenvalue problem in (4.14), which by definition is singular for the given nat-
ural frequencies, ωi. Thus, it is not possible to evaluate the modal derivative
from (4.26) in its initial form.

Different ways to handle the singularity issue have been proposed. In
Idelsohn and Cardona (1984, 1985a) one suggestion was to set one of the
elements in ∂ϕi/∂sj to a fixed number and only solve for the remaining
elements. Another suggestion was to neglect the inertia terms of (4.26),
yielding the static formulation:

KT (V)
∂ϕi
∂sj

= −∂KT (V)

∂sj
(4.27)

In Slaats et al. (1993) a numerical approach to determine the modal derivates
was suggested, cf. (4.28).

∂ϕi
∂sj
≈ ϕi

(
V0 +ϕjδsj

)
−ϕi(V0)

δsj
(4.28)

Here ϕi(V0 + ϕjδsj) and ϕi(V0) were the eigenvectors to the eigenvalue
problem in (4.14) based on the tangent stiffness matrices KT (V0+ϕjδsj) and
KT (V0). Furthermore δsj represented a small increment. The magnitude of
this should also be sufficiently small to ensure precision, but at the same time
it should be sufficiently large to avoid round-off errors.
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Despite the approximate evaluations of the modal derivatives in (4.27)
and (4.28), the higher order terms were stated to include valuable information
in nonlinear analysis performed in Idelsohn and Cardona (1984, 1985a) and
in Slaats et al. (1993). The modal derivatives have also been applied in
combination with the use of Ritz vectors, see e.g. Idelsohn and Cardona
(1985b) and Chang and Engblom (1991).

In the present PhD study the modal derivatives have constituted a vi-
tal tool. Not only do the modal derivatives include valuable information
to nonlinear systems, but the Taylor series in (4.23) also allows the modal
derivatives to be included with a minimum of computational expense. This is
discussed in more details in the following section. To the best of the authors
knowledge, modal derivatives have not yet been applied in a RTHT context.

4.2 Improved Basis Reduction

In the present section three elements contributing to an improved accuracy
in real-time simulations are presented. The elements constitute the tools
applied and developed in the present PhD study, and consist of:

• An efficient global formulation of the internal restoring forces

• Two modified system of equations governing the modal derivatives

• An efficient basis formulation, based on a Taylor series

The first element listed considers the use of an existing mathematical
reformulation of the projected internal restoring forces in (4.6). The formu-
lation can replace the standard element-by-element assembling with a sig-
nificantly faster global assembling. The second element consists of two sets
of improved system of equations governing the modal derivatives, organized
by the present author. One is found by proposing a geometric restriction on
the modal derivatives in (4.26) in order to remove the singularity. The other
consists in the derivation of a novel set of governing systems of equations.
The final element consist in using the modal derivatives, to arrange a new
efficient basis formulation, based on a Taylor series. This is referred to as a
Taylor basis.

As will be demonstrated in the following sections, the three elements help
to improve the accuracy in two ways. First of all a set of improved modal
derivatives can be determined from the modified system of equations. These
improve the accuracy of the coupling activated deformations. Furthermore,
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the elements contributing to an improved efficiency, makes it possible to in-
crease number of basis vectors (DOFs), that can be used to span the solution
in the real-time simulations.
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Figure 4.5: Development of real-time DOF capacity for a time step
∆t=10−3 s during the present PhD study.

In Figure 4.5 is plotted the real-time DOF capacity development expe-
rienced in the present PhD study, achieved by implementing the three ele-
ments. The presented DOF capacity is based on a time step magnitude ∆t
= 10−3 s, and takes its starting point at 29 DOFs, found in the example in
section 1.2.1. A three step development has followed increasing the real-time
DOF capacity to 35, 44 and 59 DOFs, respectively. In round numbers this
corresponds to an increase of, respectively, 20%, 50% and 100%, with the 29
DOFs as reference. The first two steps referred to in Figure 4.5 are a con-
sequence of the efficient global formulation of the restoring forces, whereas
the third step is achieved by a combining the global formulation with the
efficient Taylor basis. The steps are described in more detail in the following
along with the three elements.

It should be stressed, that the increase in the real-time DOF capacity in
Figure 4.5 is a result based on the authors FEM programmes and compu-
tational power. Thus, a similar increase in real-time DOF capacity is not
necessarily achieved when implemented on other computers. However, the
increase in Figure 4.5 strongly indicates, that the mentioned elements can
improve the real-time DOF capacity in the general case.

In the following, each of the above listed elements are considered, starting
with the mathematical reformulation of the internal restoring forces.
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4.2.1 Global Assembling of the Internal Restoring Forces

To ease the computational costly element-by-element assembling of the in-
ternal restoring forces in (4.6), an efficient global assembling in the reduced
co-ordinates can be organized. This is done by use of a simple mathematical
reformulation technique, initially introduced by Nash (1977).

In kinematic nonlinear systems, the internal restoring forces are typically
given on a cubic form in the displacements, cf. Andersen and Poulsen (2015,
2016):

g(V) = (K0 + K1(V) + K2(V,V)) V

= KS(V,V)V (4.29)

with K0 representing the constant linear stiffness matrix and K1(V) and
K2(V,V) representing two stiffness matrices linear and quadratic dependent
on the displacement field, respectively. The sum of these three stiffness
matrices represent the secant stiffness matrix, KS(V,V). With the cubic
format in (4.29), the projected internal forces in (4.6) can by mathematical
reformulations be written on the form

ΦTg(Φs) =

(
K̃0 +

N∑

i=1

K̃1,isi +
N∑

i=1

i∑

j=1

K̃2,ijsisj

)
s (4.30)

with K̃0, K̃1,i, and K̃2,ij being constant coefficient matrices. These are de-
fined as:

K̃0 = ΦTK0Φ (4.31)

K̃1,i = ΦTK1(ϕi)Φ (4.32)

K̃2,ij = ΦT (K2(ϕi,ϕj) + (1− δij)K2(ϕj,ϕi))Φ (4.33)

with the Kronecker delta, δij. Introducing the vector s in (4.30) on the form
in (4.34)-(4.35):

s =
N∑

i=1

Iisi (4.34)

Ii =
[
δ1i δ2i ... δNi

]T
(4.35)

the formulation in (4.30) can be written as a sum of constant equivalent force
vector coefficients:

ΦTg(Φs) =
N∑

i=1

q̃1,isi +
N∑

i=1

i∑

j=1

q̃2,ijsisj +
N∑

i=1

i∑

j=1

j∑

k=1

q̃3,ijksisjsk (4.36)
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The equivalent force vectors in (4.36) are of dimension N×1 and are all
constant. Furthermore, they are defined as, cf. Andersen and Poulsen (2015):

q̃1,i =K̃0Ii (4.37)

q̃2,ij =K̃1,iIj + (1− δij)K̃1,jIi (4.38)

q̃3,ijk =qijk + (qjki + qkij)(1− δijδjk)+
(qikj + qkji + qjik)(1− δij)(1− δjk) (4.39)

qijk =ΦTK2(ϕi,ϕj)ΦIk (4.40)

The benefit of using the global formulations in (4.29) and (4.36) to eval-
uate the projected restoring forces, is that the constant matrix and vector
coefficients can be organized prior to the simulations. This is computation-
ally more efficient than the usual element-by-element assembling approach.

The reformulation technique has been applied by different researchers,
with a variety of ways to determine the matrix and vector coefficients in
(4.30) and (4.36). Some manipulate the FEM equations as indicated by
the procedure above, see e.g. Barbic and James (2005) and Shi and Mei
(1996). Others determine the coefficients based on a number of nonlinear
static solutions, cf. Mcewan et al. (2001), Muravyov and Rizzi (2003) and
Brake and Segalman (2010), or by use of experimental data, cf. Spottswood
and Allemang (2006).

In Andersen and Poulsen (2014) the real-time potential of the formula-
tion in (4.30) was investigated in combination with the higher order modes
introduced in the example in 4.1.1. For the time step magnitude of ∆t=10−3

s it was found that a real-time simulation with 35 DOFs was possible. This
refers to the step 1 in Figure 4.5. Furthermore, the real-time potential of
the formulation in (4.36) was investigated in Andersen and Poulsen (2015,
2016). Here it was found that the formulation allowed a real-time capacity
of 44 DOFs. This is referred to as step 2 in Figure 4.5. The real-time capac-
ity analysis is presented in section 4.2.3. As previously stated, the real-time
DOF capacity increase is based on the present authors computational capac-
ity. However, the achieved real-time DOF increase indicates that the global
restoring force formulation is very beneficial.

4.2.2 Modified Governing System of Equations

Next two modified system of equations governing the modal derivatives are
presented. According to the Taylor series in (4.23)-(4.25) the modal deriva-
tives are important to include in basis reduction, in order to represent the
higher order effects. To avoid using approximate modal derivatives, a modi-
fied and a novel set of governing system of equations were derived in Andersen
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and Poulsen (2015). One was based on the systems of equations in (4.26)
where the singularity was removed by introducing a geometric restriction.
The other was a novel system of equations derived by introducing the Taylor
series into the free and undamped kinematic nonlinear EOM. These systems
are presented in the following.

Geometric Restriction on Modal Derivatives

In Andersen and Poulsen (2015) the singularity of (4.26) was removed by
introducing a geometric restriction on the modal derivatives. The solution
to (4.26) consist in a homogeneous and a particular solution:

{
∂ϕi
∂sj

}
=

{
∂ϕi
∂sj

}

Part

+

{
∂ϕi
∂sj

}

Hom

(4.41)

The homogeneous solution must be identical to the solution of the eigenvalue
problem in (4.14), i.e.

{
∂ϕi
∂sj

}

Hom

= βϕi (4.42)

with β being a scalar free of choice. It Andersen and Poulsen (2015) it
was assumed that the particular and homogenous solutions were orthogo-
nal. Otherwise, part of the information in the two solution parts would be
redundant. A geometric restriction was therefore given as:

{
∂ϕi
∂sj

}T

Part

{
∂ϕi
∂sj

}

Hom

= 0 (4.43)

If the governing system of equations in (4.26) are considered to be derived
from a minimization condition with the modal derivative as the variable
parameter, the Lagrange multiplier method can be applied to introduce the
geometric restriction, cf. Belytschko et al. (2000). This yields the following
nonsingular systems of equations:

[
(KT (V)− ω2

iM) ϕi
ϕTi 0

]{{∂ϕi

∂sj

}
Part

λ

}
=

{(
∂ω2

i

∂sj
M− ∂KT (V)

∂sj

)
ϕi

0

}
(4.44)

with λ being the Lagrange multiplier, which is an additional unknown in-
troduced. In the following the particular modal derivatives determined from
(4.44) by inverting the matrix on the left hand side, are referred to as the
improved modal derivatives.
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Novel Governing System of Equations

Next the derivation of a novel system of equations governing the modal
derivatives is presented. Only the main steps are presented in the follow-
ing. For full details the reader is referred to Andersen and Poulsen (2015).

The starting point of the derivation are the free and undamped discretized
kinematic nonlinear equations of motion:

MV̈ + g(V) = 0 (4.45)

The next step consist in introducing the Taylor series in (4.23) together
with (4.24) and (4.25) into the equations in (4.45). When doing so, it is
furthermore assumed that the solution to the reduced co-ordinates, sj, are
given as an amplitude, Aj, times a complex exponential function dependent
the time, t, and the frequency, ωj(sk):

sj = Aje
iωj(sk)t (4.46)

ωj(sk) = ωj0 +
N∑

l=1

∂ωj0
∂sl

(sl − sl0) + ... (4.47)

The amplitude in (4.46) is assumed to be constant as the free and undamped
vibrations are considered, whereas the frequency is assumed to be dependent
on the deformation due to the kinematic nonlinear nature of the system. The
frequency is formulated as a Taylor series with the subindex 0 referring to the
reference point, cf. (4.47). With the introduced assumptions in (4.46)-(4.47),
the introduction of the Taylor series in (4.23) into the free and undamped
EOM in (4.45) leads to a vector polynomial on the form:

A +
N∑

j=1

Bjsj +
N∑

j=1

N∑

k=1

Cjksjsk + ... = 0 (4.48)

where A, Bj and Cjk are vector coefficients and the dots represent higher
order terms. As the reduced co-ordinates, sj, can take on any value, each
of the vector coefficients in (4.48) have to be zero to fulfill (4.48). Setting
A equal to zero the EOM are found, setting Bj equal to zero the eigenvalue
problem in (4.14) is found, and setting Cjk equal to zero the system of
equations governing the modal derivatives is found.

In Andersen and Poulsen (2015) a kinematic nonlinear Euler-Bernouilli
beam element was used in the derivations of the three vector coefficients in
(4.48). This lead to the following system of equations governing the modal
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derivatives:

[
KT (0)− (ωj0 + ωk0)2M

]1
2

(
∂ϕk
∂sj

+
∂ϕj
∂sk

)
=

[
2
∂ωk0

∂sj
(ωk0 − ωj0)M− ∂KS(0)

∂sk

]
ϕj (4.49)

The equations in (4.49) were considered for the special case with zero initial
deformation, i.e. for si=0, as the system of equations would otherwise be
implicit dependent on the modal derivatives.

The novel system of equations in (4.49) are seen to govern a sum of two
modal derivatives with switched indeces, appearing on the left hand side.
These are multiplied by a matrix containing the tangent stiffness subtracted
by the mass matrix multiplied by a squared sum of the linear natural fre-
quencies, ωj0 and ωk0. On the right hand side the secant stiffness matrix on
differentiated form is subtracted from the mass matrix times a frequency co-
efficient, and multiplied onto the LNM number j. The frequency coefficient
is given as two times the difference between two linear frequencies, and a
differentiated natural frequency. Furthermore, the left hand side is seen to
be symmetric with respect to the indeces j and k. Thus, the same should be
valid with respect to the right hand side. Setting the right hand side it equal
to itself, but with switched indeces, the following relation can be found for
the frequency coefficients, cf. Andersen and Poulsen (2016):

2
∂ωk0

∂sj
(ωk0 − ωj0) =

ϕTj
ϕTj Mϕj

(
∂KS(0)

∂sk
ϕj −

∂KS(0)

∂sj
ϕk

)
(4.50)

In the following the modal derivatives evaluated from (4.49) are denoted
the novel modal derivatives.

Nonlinear Cable Analysis

In Andersen and Poulsen (2015) the novel modal derivatives and the im-
proved modal derivatives were used to analyse the dynamic response of a
highly nonlinear simple supported steel cable, see Figure 4.6.

l
2

l
2

p(t)

D, EA, EI, ρ

y
z

Figure 4.6: Simple supported cable.
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The cable was of length l, had a diameter D, a bending stiffness EI,
an axial stiffness EA, and a density ρ. Furthermore, the cable was simple
supported in both ends and loaded by a harmonic line load p(t):

p(t) = F1sin(ω1t) + F2sin(ω2t) (4.51)

ω1 and ω2 represented the frequencies of the first and second bending modes,
and F1 and F2 represented two load amplitudes. The applied parameters are
listed in Table 4.3.

Table 4.3: Cable and load parameters.

Parameter Unit Formula Magnitude
l m - 20
E GPa - 210
D m - 50·10−3

A m2 π(D/2)2 2·10−3

I m4 πD
4

64
3.07·10−7

F1 N/m - -1
F2 N/m - -3
ω1 rad/s - 1.60
ω2 rad/s - 6.40
ρ kg/m3 - 7800

To model the response of the numerical substructure, a plane Euler-
Bernoulli element with a nonlinear strain measure was applied. The element
had two nodes with three DOFs in each node; two translations, uix and uiy,
and one ration, θi, i ε [1;2]. The element is sketched in Figure 4.7, with l
denoting the element length. The transverse displacements and horizontal
displacements were approximated by second and first order shape functions,
respectively. A detailed description of the element is given in Andersen and
Poulsen (2015).

l

u1x u2xu1y u2y

θ1 θ2

Figure 4.7: Plane Euler-Bernoulli beam element.

The nonlinear strain strain measure, ε, was taken as the Lagrange strain
measure, cf. (4.52), with u denoting the axial deformation of a beam fiber
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and w the transverse deformation.

ε =
∂u

∂x
+

1

2

(
∂w

∂x

)2

(4.52)

With the given element, the model required a discretization with 21 ele-
ments, corresponding to 59 free DOFs, for the displacements to converge. In
Figure 4.8a a ten seconds response of the transverse deformation in the cable
midpoint is plotted, with a close up in Figure 4.8b. All of the curves were
simulated by use of the CDM. The solid curve (NC) represents the converged
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Figure 4.8: Transverse deformation of cable midpoint based on nonlinear
central difference method (NC) and three reduced bases with modal deriva-
tives (CRD) and without modal derivatives (CR) considering (a) a 10 seconds
interval and (b) a close up.

solution of the 59 DOF model. The remaining three curves were found by
use of basis projection. The dashed curve (CR2) represented a reduced basis
with the first two LNMs of the cable, the dash-dotted curve (CRD2) included
the first two LNMs and three modal derivatives, and the final curve (CRD3)
contained three LNMs and six modal derivatives. The included modal deriva-
tives were organized on the form in (4.53), with N representing the number
of LNMs. This form was used to be able to directly compare the novel modal
derivatives and the modified modal derivatives determined from (4.49) and
(4.44), respectively. To ease notation the applied modal derivatives in (4.53)
are referred to as ∂ϕij.

∂ϕij =
∂ϕi
∂sj

+ (1− δij)
∂ϕj
∂si

, i, j ε [1; N] ∧ j ≤ i (4.53)
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From Figure 4.8a the CR2 curve is seen to diverge significantly from the
converged solution. However, by considering the CR2D curve, the response
is seen to improve significantly by including the associated modal derivatives.
Furthermore, from the close up in Figure 4.8b it is verified that a more or less
converged solution required a basis containing three LNMs and the associ-
ated modal derivatives. The projection based simulation CRD3 reduced the
computational time by more than 100 times compared to the full 59 DOF
simulation. This time reduction was attributed the small basis size and the
implementation of the restoring force formulation in (4.36).
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Figure 4.9: Linear basis vectors and modal derivatives used for analysis of
nonlinear steel cable.

The results of the reduced basis formulations in Figure 4.8 were found by
use of the novel modal derivatives. However, identical results were achieved
when replacing the novel modal derivatives with the modified modal. The
basis vectors used in the converged solution are plotted in Figure (4.9). In
the top of the figure the first three LNMs, ϕi, are shown. These contained
only deformation transverse to the beam in the (y,z)-plane. The remaining
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plots represent the modal derivatives, which all represented deformations in
the beam length. The solid lines represent the novel modal derivatives and
the dashed-dotted curves the modified modal derivatives, all in unscaled size.
The shape of the modal derivatives are seen to be alike, but the amplitude
of the modified modal derivatives are approximately twice the amplitude of
the novel modal derivatives. Compared to the magnitude of the LNMs, the
modal derivatives are seen to be very small. Moreover, a general trend of
the modal derivatives is, that the number of local minima and maxima are
higher than in their respective LNM.

Based on the fact that the novel modal derivatives and the modified
modal derivatives yielded identical result, it could not be concluded if the
one derivative was more exact than the other. A further analysis of the
difference between the modal derivatives was therefore performed. This is
discussed in the following.

Relation Between The Reduced Co-ordinates

A further evaluation of the modal derivatives was performed in Andersen and
Poulsen (2015). Considering the Taylor series in (4.23) for si0=0 with (4.24)
and (4.25) inserted, this can be written as:

V(s) =
N∑

i=1

ϕisi +
N∑

i=1

N∑

j=i

(
∂ϕi
∂sj

+
∂ϕj
∂sj

)
sisj (4.54)

From (4.54) the co-ordinates of the modal derivatives are predicted to be
given as a product of the LNM co-ordinates. In the analysis of the cable in
Figure 4.6 the reduced bases were organized on the form in (4.55) - (4.57):

V =Φs (4.55)

Φ =
[
ϕ1 ϕ2 ϕ3 ∂ϕ11 ∂ϕ12 ∂ϕ13 ∂ϕ23 ∂ϕ33

]
(4.56)

s =
[
s1 s2 s3 s4 s5 s6 s7 s8

]T
(4.57)

The co-ordinates s1 to s3 represent the co-ordinates of the LNMs, and s4 to
s8 represent the co-ordinates of the modal derivatives.

In Andersen and Poulsen (2015) it was found that the modal derivative
∂ϕ2/∂s2 was given as the linear relation in (4.58). Thus, the mode ∂ϕ2/∂s2

was not included in the basis in (4.55).

∂ϕ2

∂s2

= −3

8

(
∂ϕ1

∂s3

+
∂ϕ3

∂s1

)
− 1

4

∂ϕ1

∂s1

(4.58)
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By introducing the relation in (4.58) into the Taylor series in (4.54), and
comparing the Taylor series with the basis in (4.55), the relations between
the reduced co-ordinates in (4.59)-(4.63) were identified.

s4 = s2
1 −

1

4
s2

2 (4.59)

s5 = s1s2 (4.60)

s6 = s1s3 −
3

8
s2

2 (4.61)

s7 = s2s3 (4.62)

s8 = s2
3 (4.63)

In Figure 4.10 the relation in (4.59), based on the results from the cable
analysis, is plotted. Figure 4.10a represents the case using the novel modal
derivatives and Figure 4.10b represents the case using the modified modal
derivatives. The plots show, that the co-ordinates of the novel modal deriva-
tives fulfill the Taylor prediction, whereas the co-ordinates of the modified
modal derivatives do not. In the case with the modified modal derivatives,
the shape of the two relations plotted are similar, but a magnitude of about
two separates them. The same observations were made by plotting the re-
maining relations in (4.60)-(4.63).

Based on these observation, the novel governing system of equations in
(4.49) were concluded to be exact. In Andersen and Poulsen (2015) it was
furthermore argued that the reason why the modified modal derivatives did
not fulfill the Taylor series, was that the original governing system of equa-
tions in (4.26) were based on a linearized problem.
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Figure 4.10: Plot of the co-ordinates s4 and s2
1− 1

4
s2
2 based on (a) the novel

modal derivatives and (b) the modified modal derivatives.
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4.2.3 The Taylor Basis

Next an efficient basis formulation introduced in Andersen and Poulsen (2016)
is presented. The basis is based on the Taylor series in (4.54) and is referred
to as a Taylor Basis. By utilizing the symmetry of the higher order terms in
(4.54) this can be written as:

V(s) =
N∑

i=1

ϕisi +
N∑

i=1

i∑

j=i

(
∂ϕi
∂sj

+ (1− δij)
∂ϕj
∂sj

)
sisj

= ΦT sT (4.64)

where ΦT represents a Taylor basis matrix and sT the reduced Taylor co-
ordinates. These are organized as:

ΦT =
[
ϕ1, ϕ2, ..., ϕN ,

∂ϕ1

∂s1
,
(
∂ϕ1

∂s2
+ ∂ϕ2

∂s1

)
, ..., ∂ϕN

∂sN

]
(4.65)

sT =
[
s1, s2, ..., sN , s2

1, s2s1, ..., s2
N

]T
(4.66)

By using the basis formulation, V = ΦT sT , the N LNMs and their 1
2
(N+N2)

associated modal derivatives evaluated by use of (4.49), can be included in
a system with only N unknowns. In the following it will be illustrated, that
this is an efficient way to include the modal derivatives.

In Brake and Segalman (2010) a similar formulation to the one proposed
in (4.64) was suggested, considering the special case of Von Kármán plates.
In the present case the displacement field was also approximated by a second
order Taylor series, with the out of plane displacement assumed to represent
the linear deformations and the membrane displacements to represent the
second order displacements. However, the higher order displacement fields
were approximated from a number of nonlinear static deformation cases using
finite difference approximations.

In Andersen and Poulsen (2016) the higher order displacement fields were
directly evaluated from the governing system of equations in (4.49). This
approach appears to be more straight forward, and in this way the inertia
effects are also accounted for. Furthermore, in Andersen and Poulsen (2016)
the basis formulation was combined with the global formulation of the inter-
nal restoring forces, and an in depth analysis of the efficiency, accuracy and
stability of the combination was investigated.

Taylor Projection and Transformation

When projecting the EOM onto a Taylor basis, an additional transformation
is required before the equations can be solved, due to the quadratic co-

62 Department of Civil Engineering - Technical University of Denmark



Existing and New Basis Reduction Methods 4.2 Improved Basis Reduction

ordinates in (4.66). Projecting the EOM onto a Taylor basis yields:

m̂s̈T + ĉṡT + g(sT ) = f̂(t) (4.67)

with the projected stiffness, mass, force and damping terms defined as;

m̂ = (ΦT )TM(ΦT ) (4.68)

ĉ = (ΦT )TC(ΦT ) (4.69)

ĝ(sT ) = (ΦT )Tg(ΦT sT ) (4.70)

f̂ = (ΦT )TF(t) (4.71)

The projected system of equations (4.67) is a nonlinear expression in the
unknown co-ordinates (si,ṡi,s̈i). However, in order to solve the system, it has
to be linear in the unknown co-ordinates. Thus, a transformation from the
(sT ,ṡT ,s̈T ) co-ordinates to the (s,ṡ,s̈) co-ordinates is required. In Andersen
and Poulsen (2016), it was shown, that by introduction of two transformation
matrices denoted U(s) and P(ṡ), the transformed EOM can be written on
the form:

m̄s̈ + c̄(s, ṡ)ṡ + ḡ(s) = f̄(s, t) (4.72)

with the mass, damping and force vectors defined as

m̄ =U(s)Tm̂U(s)T (4.73)

c̄(s, ṡ) =U(s)T
[
2m̂P(ṡ) + ĉU(s)

]
(4.74)

ḡ =U(s)T ĝ(ΦT sT ) (4.75)

f̄ =U(s)T f̂(t) (4.76)

As the transformation matrices U(s) and P(ṡ) are dependent on the variables
(s,ṡ), these have to be evaluated in between each time step in the time
integration.

Furthermore, in Andersen and Poulsen (2016) the projected internal restor-
ing forces in (4.70) were written on a global form in the reduced co-ordinates,
by use of the method introduced in section (4.2.1). Due to the second order
co-ordinates in sT , the global restoring force assembling became a sixth order
polynomial on the form:

(ΦT )Tg(ΦT sT ) =
N∑

i=1

q̂1,isi +
N∑

i=1

i∑

j=1

q̂2,ijsisj + ...+

N∑

i=1

i∑

j=1

j∑

k=1

k∑

l=1

l∑

m=1

m∑

n=1

q̃6,ijklmnsisjskslsmsn (4.77)

The mathematical definitions of the vectors coefficients in (4.77), and the
matrices U(s) and P(ṡ) are given in Andersen and Poulsen (2016).
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Frame Analysis

To investigate the precision, efficiency, and stability of the Taylor basis for-
mulation in (4.64) with the sixth order formulation of the internal restoring
forces, cf. (4.77), a highly nonlinear frame was considered in Andersen and
Poulsen (2016). The geometry of the frame is sketched in Figure 4.11.

l

l

EI, EA, ρ

EI, EA, ρ

p(t)

Figure 4.11: Simple frame.

It consisted of a horizontal beam and a vertical beam both with a bending
stiffness EI, an axial stiffness EA and a density, ρ. Furthermore the frame
was simple supported. To enhance the kinematic nonlinear effects, the frame
corner was restricted from horizontal displacements. To excite the frame the
horizontal beam part was loaded by a harmonic line load p(t) given by the
formula:

p(t) = A · sin(ωt) (4.78)

with A denoting the load amplitude and ω the excitation frequency. The
latter was set equal to the frequency of the first bending mode of the frame.
In Table 4.4 the frame and load parameters are presented.

In addition to comparing the precision and efficiency of the Taylor basis
with a full FEM model of the frame, it was also compared with the standard
linear basis formulation, cf. (4.2). The modal derivatives were also included
in the linear basis formulation, but with independent reduced co-ordinates
as in the cable analysis, cf. (4.55)-(4.57). In the following the simulations
performed with the Taylor basis and the linear basis formulations are referred
to as the Taylor reduced basis formulation (TRBF) and the linear reduced
basis formulation (LRBF).
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Table 4.4: Frame and load parameters.

Parameter Unit Formula Magnitude
l m - 10
E GPa - 210
D m - 0.05
A m2 π

4
D2 2·10−3

I m4 π
64
D4 3.07·10−7

F N/m - -3
ω rad/s 6.40
ρ kg/m3 - 7800

The Frame was modelled by use of the kinematic nonlinear plane Euler-
Bernoulli element used for the cable analysis in section 4.2.2. When simu-
lating the response of the frame, a model with 40 elements, corresponding
to 118 free DOFs, were required for the displacements to converge. By use
of the TRBF, a converged response was achieved by including a basis with
six LNMs and their twenty-one associated modal derivatives. The same was
valid for the LRBF. All of the simulations were performed by use of the
CDM.
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Figure 4.12: Transverse deformation of frame considering (a) a 10 second
interval and (b) a close up.

In Figure 4.12 the center displacement of the frame beam, perpendicular
to the length direction, is plotted. The NC curve represents the full FEM
model, with 118 DOFs. Furthermore, three TRBF responses are plotted,
with respectively one, three and six LNMs, marked by the number at the
end of the figure legend. Also the LRBF with six LNMs is shown. From
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Figure 4.12 the TRBF1 is seen to diverge significantly from the converged
solution. To obtain a more or less converged solution with the TRBF, six
LNMs were required, as stated previously. Identical results were found by
use of the LRBF with six LNMs. Based on these observations, the LRBF
and the TRBF were seen to exhibit equal precision.

It was found that the TRBF was approximately eight-hundred times
faster than the full 108 DOFs model solution, and twenty times faster than
the LRBF, in the converged case. The significant time reduction achieved by
using the TRBF was attributed to the efficient global assembling of the inter-
nal restoring forces, the small basis applied and the use of a relatively large
time step magnitude. In order to maintain the stability and accuracy of the
simulations, the 108 DOF model required a time step of ∆t=4.5·10−5 s. Us-
ing the LRBF the time step could be increased to ∆t=10−4 s. Increasing the
two time step magnitudes further, instability occurred. However, when using
the TRBF a time step of magnitude of ∆t=10−3 s was sufficient, both to en-
sure accuracy and stability. Actually, the time step could be increased even
further, but this would introduce visible errors in the displacements. These
observations indicated that a significant improved stability is obtained by
using the TRBF compared to a standard basis formulation, as the LRBF.
The stability of the TRBF is considered in more detail at the end of the
present chapter.

Linear Dependent Modal Derivatives

In the analysis of the frame, it was found, that for seven or more LNMs,
some of the associated modal derivatives became linear dependent on each
other. For seven LNMs, two linear dependent modal derivatives existed.
This amount increased concurrently with the size of the Taylor basis, and
for twelve LNMs, the number had increased to twenty-eight. However, it
seems, that if the size and complexity of the structures are increased, then
the number of LNMs can be increased before before linear dependent modal
derivatives are introduced. In the cable example in section 4.2.2 the first
linear dependent modal derivative was introduced for three LNMs. The frame
example increased slightly in complexity, with two elements connected in a
nonzero angle and with non-symmetric supports. In the given case the first
linear dependent modes were for seven LNMs, as stated above.

In conventional basis reduction methods, the linear dependent basis vec-
tors have to be removed from the basis, in order to avoid singularities. How-
ever, when removing a linear dependent mode, this has no influence on the
simulated response. The remaining basis vectors will just ’fill in’ for the
’missing’ contribution of the removed linear dependent modes. This was il-
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lustrated in the cable example in section 4.2.2, where the linear dependent
modal derivative, given by the relation in (4.58), was removed from the basis.
To ’fill in’ for the ’missing’ contribution of the linear dependent mode, the
co-ordinates of the remaining modal derivatives were given by the relations
in (4.59)-(4.63), in order to fulfill the Taylor series.

In the Taylor basis formulation the singularity is automatically removed
with the transformations of the projected EOM into the (s,ṡ,s̈) co-ordinates,
cf. (4.72). It is, therefore, not necessary to remove the linear dependent
modes. Furthermore, as the co-ordinates of the modal derivatives are ap-
proximated as a product of the LNMs co-ordinates, the contribution that
will be ’missing’ in case the linear dependent modes are removed, will not
be compensated for by the remaining modal derivatives. However, when the
Taylor formulation is applied, the linear dependent modes should not be in-
cluded in the basis (DOF) counting. Thus, in case many linear dependent
modal derivatives exist, using the Taylor basis formulation to include their
contribution, can possibly be considered as an expensive way to include the
modal derivatives. In such potential cases, other approaches to include the
modes, can maybe be considered. In the present study, however, it has been
chosen to keep the initial formulation. Alternative approaches for reorganiz-
ing the terms in case of many linear dependent modes exist, can serve as a
potential future research subject.

Real-time Simulations with the Taylor Basis

A further analysis of the efficiency of the Taylor basis was made in Andersen
and Poulsen (2016). For this the real-time DOF capacity was considered.
For comparison, the efficiency of the linear basis formulation in (4.2) was also
considered. In the following these are referred to as the Taylor reduced basis
formulation (TRBF) and the linear reduced basis formulation (LRBF). For
simplicity the formulations were compared for a similar time step magnitude
of ∆t=1 ms. Thus, the improved stability of the TRBF was not accounted for
in the comparison. This is considered in a separate analysis in the following
section.

Two cases were considered in the analysis. In the first case the frame in
Figure (4.11), with dependent modes, was considered. However, in the given
case the linear dependent modes were not included in the counting of the
number of DOFs. In the second case the linear dependencies were ’removed’,
by changing a tolerance in the simulations. This allowed all of the basis
vectors to be accounted for in the DOF counting. Thus, the second case rep-
resented an idealised case. The point of ’removing’ the linear dependencies,
was to be able to investigate the full potential of the TRBF in case linear

Department of Civil Engineering - Technical University of Denmark 67



4.2 Improved Basis Reduction Existing and New Basis Reduction Methods

dependent modes do not exist. As discussed in the previous section, it is
expected that such cases exist as the complexity of the models is increased.
In this perspective the analysis is valid.

In Figure 4.13a a plot illustrating the simulation time spent on simulating
a ten seconds long response of the frame in Figure 4.11 is shown. It includes
a varying number of modes, NS, representing the sum of LNMs and modal
derivatives without the inclusion of the number of linear dependent modes.
Furthermore, the values above the horizontal dashed line represents the sim-
ulations exceeding the real-time requirement, and the simulations below the
horizontal line are the simulations within the real-time requirement. More-
over, Figure 4.13b shows the relative time ratio between the two curves in
Figure 4.13a given as

rt =
tTRBF
tLRBF

(4.79)

Furthermore, the curve rl represents a lower bound estimate for the rela-
tive computational time, rt, given as the ratio between the amount of opera-
tions involved in the evaluation of the internal restoring forces in (4.36) and
(4.77). For details about this, see Andersen and Poulsen (2016).

Three curves are presented. The tLRBF curve represents the simulation
time using the LRBF, and the t∗TRBF curve and the tTRBF curve represent
the simulation times when using the TRBF. The t∗TRBF curve represents
the case where linear dependent modes exist, and the tTRBF curve the case
where the linear dependencies have been ’removed’. The marks a, b and c
represent equivalent points of the two TRBF curves, i.e. with equally many
modes. However, as the linear dependent modes are not included in the
DOF counting, the t∗TRBF curve this is displaced to the left in relation to
the tTRBF curve. Furthermore, when linear dependent modes are present,
the formulation of the transformation matrices are changed a little, causing
the simulation time in the points a, b and c to decrease. A more detailed
description of this is given in Andersen and Poulsen (2016). As the number
of modal derivatives are dictated by the formulation in (4.64), the increase
of NS from step to step is fixed. Furthermore, the results are all based on
the central difference method.

From Figure 4.13a it is seen that the computational time is increasing
as a nonlinear function of the number of modes, NS. This is expected due
to the nonlinear formulation of the global restoring forces, see (4.36) and
(4.77). The tLRBF curve is seen to increase more rapidly than the other
curves. The tTRBF curve and the t∗TRBF curve are initially identical up to
NS=27, corresponding to six LNMs. Then the linear dependent modes are
introduced, and the t∗TRBF experience a more rapid increase. The two TRBF
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Figure 4.13: Simulation time using the Taylor basis formulation, tTRBF,
and the linear basis formulation, tLRBF, as a function of the sum of LNMs
and modal derivatives, Ns.

solution curves exceed the real-time limit going from 59 to 62 DOFs and from
65 to 77 DOFs, respectively. The LRBF exceeds the real-time limit going
from 44 to 45 DOFs. Thus, a significant increase the DOF capacity is seen to
be achieved by use of the TRBF. The 59 DOF real-time capacity marks the
third step in Figure 4.5. This corresponds to an increase of approximately
100% in the DOF capacity, with 29 DOFs as the reference.

To get an idea of the full potential of the TRBF, the relative time ratio
rt in Figure 4.13b is considered. The ratio is seen to start at about 60% for
NS equal to two and initially increase for an increasing number of modes.
It reaches a maximum value at nine DOFs of approximately 170%. Then a
rapid decrease takes place for a further increase in the number of DOFs until
a minima of about 7% is reached at 54 DOFs. Beyond this point the curve is
seen to fluctuate a little, but it is seen to remain in the domain of one order
of magnitude, which is close to the lower bound estimate, rl.

The initial increase in rt is attributed to operations involved in the trans-
formations, which were dominant for small systems. For an increasing num-
ber of modes the evaluation of the restoring forces became dominant. How-
ever, due to the Taylor basis formulation, where the number of unknowns
correspond to the number of LNMs only, this required significantly less oper-
ations than in the LRBF, and the ratio, rt, is therefore significantly decreased.
Thus, based on the results in Figure 4.13b the LRBF is mainly seen to more
efficient for less than twenty modes. However, beyond this point the TRBF
is significantly more efficient than the LRBF.
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Stability of the Taylor Basis

In the following the stability of the TRBF is considered in more detail. As
was reported in the analysis of the simple frame in Figure 4.11, the TRBF
exhibited a significantly higher stability compared to the LRBF. This was
despite the fact that the same basis vectors were included in the two formu-
lations.

In Andersen and Poulsen (2016) the stability limit, quantified by the time
step magnitudes, was analysed for a wide interval of frequencies. For this a
LRBF and a TRBF, both containing one LNM and its modal derivative, were
used to simulate the response of the simple frame. The basis formulations
are presented in (4.80) and (4.81) with the subindexes L and T referring to
the LRBF and the TRBF, respectively.

VL =
[
ϕ1,

∂ϕ1

∂s1

]{s1

s2

}
(4.80)

VT =
[
ϕ1,

∂ϕ1

∂s1

]{ s1

s1s1

}
(4.81)

The frequencies associated with the basis vectors ϕ1 and ∂ϕ1/∂s1 were ωL
and ωH , respectively. The latter was approximated by use of Rayleigh’s
quotient

ω2
H =

{
∂ϕ1

∂s1

}T
KT

{
∂ϕ1

∂s1

}

{
∂ϕ1

∂s1

}T
M
{
∂ϕ1

∂s1

} (4.82)

In Figure 4.14 the time step stability limits, as a function of the frequency
magnitudes, are presented. Figure 4.14a shows the stability limit of the
TRBF, ∆tTRBF , and Figure 4.14b shows the LRBF stability limit, ∆tLRBF .
The time step magnitudes ∆tL and ∆tH refer to the time step limits evaluated
by use of (3.40):

∆tL =
2

ωL
, ∆tH =

2

ωH
(4.83)

In order to vary the frequencies of the frame, the density, ρ, was continuously
changed. The marks (*) named a, b, c etc. in the two plots in Figure 4.14,
correspond to same density ”state”.

As illustrated in Figure 4.14a the stability of the TRBF was very close
to the theoretical stability based on the LNM frequency, ∆tL. For the fre-
quency domain considered the maximum deviation between the stability lim-
its ∆tTRBF and ∆tL was just below 30%, with ∆tL taken as the reference
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Figure 4.14: Stability curves for (left) the Taylor basis formulation and
(right) the linear basis formulation.

value. This deviation appeared in the density state marked by c. In the
remaining density states considered, the relative deviation was in the order
of magnitude of 6-12%.

The stability of the LRBF, on the other hand, was very close to the
theoretically stability limit related to the frequency of the modal derivative,
∆tH . For the given interval considered the relative deviation between ∆tLRBF

and ∆tH was around 8-10%, with ∆tH taken as the reference value.
Based on the above presented results, the stability of the Taylor basis

appears to be unaffected by the frequency of the modal derivative. Fur-
thermore, the results indicate that a ratio between the stability limit of the
TRBF and the LRBF can be approximated as:

∆tTRBF
∆tLRBF

≈ ∆tL
∆tH

=
ωH
ωL

(4.84)

As indicated by the values in Figure 4.14, the magnitude of ωH can be sig-
nificantly higher than ωL. Thus, it appears as if the Taylor basis allows to
include the high frequent content in the form of modal derivatives without
their influence on the stability of the system.

In the analysis of the frame using the Taylor basis with six LNMs and
the associated modal derivatives, the highest natural frequencies of the LNMs
was ωmax

L =67.6 rad/s. This corresponds to a stability limit of magnitude:

∆tlim =
2

ωmax
L

= 30 ms (4.85)

In the given case instability of the TRBF occurred around a time step
magnitude of ∆t=28 ms, i.e. relatively close to the prediction in (4.85).
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4.2.4 Concluding Remarks

In the present chapter the application of basis reduction methods in kine-
matic nonlinear systems has been considered. The general concepts of basis
projection and various applied basis vectors were presented. Furthermore, by
use of an example, it was demonstrated that it is crucial to include coupling
activated deformations. Otherwise, the stiffness of the system can increase
and thereby ruin the simulation results.

Three elements that can improve the accuracy of kinematic nonlinear
systems have, furthermore, been presented; a global evaluation of the internal
restoring forces, two improved systems of equations governing the modal
derivatives and an efficient basis formulation, named a Taylor basis.

One of the heaviest task in the numerical simulations is the evaluation of
the internal restoring forces. By use of an example it was illustrated, that if
the standard element-by-element assembling of the internal restoring forces is
replaced with a global evaluation in the reduced co-ordinates, the real-time
DOF capacity can be increased with 50%, with the given computational
resources as a reference point.

Furthermore, it was illustrated that the exact system of equations gov-
erning the modal derivatives can be derived by introducing a Taylor series
into the free and undamped kinematic nonlinear equations of motion. The
exactness was verified through an example, where the solution of the reduced
co-ordinates, belonging to the modal derivatives, were shown to be identical
with the prediction of a Taylor series.

By use of the modal derivatives a so-called Taylor basis was organized,
including N linear normal modes and 1

2
(N+N2) associated modal derivatives,

containing only N unknowns. This was shown to be a very efficient basis
formulation. For even time step magnitudes, it was illustrated, that the
Taylor basis could be up to ten times faster than a standard basis formu-
lation. Furthermore, it was shown, that the real-time DOF capacity could
be significantly increased by use of the Taylor basis. In case no linear de-
pendent modes existed, the capacity could be increased from 29 DOFs to
65 DOFs, with a time step magnitude ∆t=10−3 s as reference. However, if
modal derivatives existed, the efficiency was seen to decrease. For a specific
frame analysis, the existence of linear dependent modes limited the real-time
DOF capacity to 59 DOFs.

In addition to the high efficiency, the Taylor basis also exhibited a high
stability. From an analysis it was shown, that the stability of the Taylor
basis appears to be dependent on the frequencies of the LNMs, only. As the
frequencies of the LNMs are, typically, significantly lower than the remaining
frequencies of the system, this allows larger time steps to be applied when
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using the Taylor basis compared to a standard algorithm.
Taking into account the improved stability in the evaluation of the real-

time DOF capacity, this can be increased by more than the 100% found
for even time step magnitudes. The improvement will, however, dependent
on the structural system considered. The potential of combining the high
efficiency with the high stability was illustrated in the analysis of a frame.
Here the Taylor basis simulated the response 800 times faster than a full
FEM model, and 20 times faster than the standard basis formulation, with
equal precision.

Based on the above mentioned observations, it can be concluded that
the presented elements contribute with significantly improved efficiency and
stability to the numerical simulations. Contributions which can all help to
improve the accuracy in real-time simulations.
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Chapter 5

Application of Reduction
Methods in Hybrid Testing

In the present chapter the application of reduction methods in hybrid testing
is considered. To begin with, the projected EOM including the actuator
forces, are considered. After this, a real-time hybrid test on a composite
girder is presented. The test constituted the first real-time hybrid test in the
DCCSM project and served as a pilot test for prospective real-time tests on
a wind turbine blade. After the presentation of the real-time test results,
the potential improvements in the numerical modelling are discussed. This
is followed by another discussion on different approaches that can be used
for the selection of basis vectors in hybrid testing. The chapter is concluded
with some remarks on the merits of the pilot test results.

5.1 Basis Reduction in Hybrid Testing

The application of basis reduction in RTHT is in principle simple and straight
forward. Given a basis V ≈ Φs, the system of equations in (3.18) can be
projected onto this, as described in chapter 4. This yields the projected
equations of motion:

mns̈i + cnṡi + g̃n(si) + rp,i = fi (5.1)
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with the projected matrices and vectors:

mn = ΦTMn (5.2)

cn = ΦTCn (5.3)

g̃n(si) = ΦTgn(Φsi) (5.4)

rp,i = ΦTRp,i (5.5)

fi = ΦTF(ti) (5.6)

After each time integration step, the displacements to be imposed onto the
shared boundary, Vs, have to be transformed into the physical co-ordinates,
by the relation:

Vs = Φssi (5.7)

with the matrix, Φs, representing the specific rows in Φ, which relate to the
DOFs at the shared boundary.

5.2 Real-time Hybrid Test

A real-time hybrid test was executed at DTU Byg, December 2015. The
test constituted the first real-time hybrid test in the DCCSM project, and
served as a pilot test for prospective real-time tests on the wind turbine blade
shown in Figure 1.7. The test was carried out in collaboration with two other
PhD students on the DCCSM project, Jacob P. Waldbjoern and Jacob H.
Hoegh. The contribution from the present author consisted in delivering the
FEM code, which was implemented into a RTHT loop organized by Jacob
P. Waldbjoern and Jacob H. Hoegh.

A full description of the test is presented in Waldbjoern et al. (2016). In
the present, an overall description of the test and the results are presented,
with emphasis on the aspects and the considerations made in the numerical
modelling.

5.2.1 Test Structure and Hybrid Setup

The structure selected for testing consisted of a glass fibre reinforced polymer
composite box girder of a total length of 1650 mm. The geometry, loading
and boundary conditions are sketched in Figure 5.1.

The girder was clamped at one end and loaded vertically by a resultant
force, F(t), a distance of 47.5 mm from the free end. The physical substruc-
ture was selected as a 792 mm long part starting at the clamped support,
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Figure 5.1: Sketch of composite beam in (a) longitudinal direction and the
(b) cross section at A-A.

and the numerical part represented the remaining 858 mm of the cantilever,
see Figure 5.1a. To improve the nonlinearities of the structure, two holes of
length 590 mm and a height of 45 mm were cut in the sides of the physical
substructure. From Figure 5.1b the thickness of the webs and flanges are
seen to be respectively 5 mm and 6 mm.

To model the clamped boundary, the physical substructure was enclosed
by a rectangular steel profile. The installation is seen in Figure 5.2, showing
the RTHT setup. The shared boundary was considered as a discrete point
with 3 DOFs in the (x,y)-plane of the composite girder; two translational
DOFs, ux and uy, and one rotational DOF, θ. Three actuators were installed
to impose the displacements of the numerical simulation onto the shared
boundary, and to measure the corresponding reaction forces.

The actuators were fixed to a rectangular steel profile a distance of 108
mm from the shared boundary, denoted the load introduction zone. This was
done in order to erase the effect of the steel profile on the displacements. The
response of the shared boundary was monitored through real time tracking
of three applied measurement points, measured through a 3D DIC system,
for details see Waldbjoern et al. (2016).

Also a full scale model of the composite beam was organized. By this is
meant a full physical version of the composite beam in Figure 5.1. From this
the first two natural bending frequencies of the composite girder were exper-
imentally identified to be ωE1 =7.40 Hz and ωE2 =47.3 Hz. From a numerical
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Figure 5.2: Hybrid Test Setup, December 2015, DTU Byg.

model of the composite girder modelled in the commercial FEM program
ANSYS, the first natural frequency was found to be ωA1 = 8.90 Hz. The
increase in the numerical frequency was attributed to the indefinitely stiff
support at the clamped boundary. In Figure 5.3 the first mode identified in
ANSYS, along the line (y,z) = (30,80) mm, is plotted. The mode is seen to
be dominated by a shear deformation in the region with the cut-out hole.
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Figure 5.3: First mode shape of composite girder evaluated in ANSYS.

A number of full scale tests were performed prior to the real-time hybrid
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tests, with an actuator imposing the load F(t). From these tests it was
visually verified that the shear mode in Figure 5.3 was the dominating mode.
This seemed reasonable, as the excitation frequencies applied in the tests
covered a range from 1% to 40% of ωA1 . The same frequencies were applied
in the real-time hybrid tests.

5.2.2 Numerical Modelling

To model the response of the numerical substructure, the Euler-Bernoulli
element referred to in section 4.2.2 was applied. To reduce the size of the
EOM a Taylor basis was used for basis projection. To evaluate the basis
vectors, a full numerical model of the composite girder was considered, mod-
elled with the Euler-Bernoulli elements. In Figure 5.4 the first LNM, ϕ1,
and its associated novel modal derivative, ∂ϕ1/∂s1, are plotted. The modes
of the full structure are shown, but only the part of the modes, which refer
to the numerical substructure were taken as the basis vectors. These parts
are marked by solid lines. The LNM is seen to be a bending mode, whereas
the modal derivative represent deformations in the beam length. A total of
ten elements were used when evaluating the modes.

The shape of the first bending mode, ϕ1, in Figure 5.4 is seen to deviate
from the shear mode shape in Figure 5.3, found in ANSYS. This is because
the Euler-Bernoulli element does not include shear-flexibility. The frequency
of mode one in Figure 5.4 was also significantly higher, with a magnitude of
ω1 = 19 Hz. The frequency of the corresponding associated modal derivative
was ω = 935 Hz.
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Figure 5.4: LNM number one and its associated novel modal derivative for
the composite beam. The solid lines represent the mode of the numerical
substructures.
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During the real-time hybrid tests, it was found that the RTHT loop tasks
occupied a significant part of the computational resources, leaving only a
limited amount for the numerical time integration. To be able to keep up
with the real-time requirement, only small models with a time step magnitude
of 10 ms could be applied. This meant that only the LNM, ϕ1, together with
its associated modal derivative, ∂ϕ1/∂s1, could be included in the reduced
basis.

To make the FEM code as efficient as possible, it was implemented in the
programming language C. Furthermore, the central difference method was
applied for the time integration.

5.2.3 Reference Structures

To evaluate the results of the real-time hybrid test, a reference model should
be applied. For this, a number full scale experiments of the composite girder
were performed, as mentioned previously. However, during the real-time
hybrid tests, instability issues were introduced due to, among other things,
measurement noise of the actuator forces. Due to limited computational
resources, it was not possible to filter out the noise. Instead the measured
actuator forces, had to be reduced by 75% after each measurement, before
they was sent to the numerical model. This eliminated the option of using
the results from the full scale tests to compare with real-time hybrid test
results.

To be able to evaluate the output of the real-time hybrid test, a numerical
reference model with a force reduction of 75% at the shared boundary in each
time step, was organized. For this a model with the Euler-Bernoulli element
was applied. To try and compensate for the missing shear flexibility of the
element, the stiffness of the elements in the physical substructural part were
decreased by use of a calibration point from the full scale tests. Figure
5.5 shows a static force displacement curve for the full scale model and the
numerical reference model used for comparison in the real-time hybrid tests.
The displacement referred to in Figure 5.5 is at the loading point, cf. Figure
5.1. Also the calibration point used to modify the stiffness of the physical
part in the numerical reference structure is shown. This is seen to be taken
from the linear domain.

From Figure 5.5 the full scale and the numerical reference relations are
seen to be very similar up to around a load of magnitude 100 N. Beyond this
point the stiffness of the numerical reference model is seen to slightly increase,
whereas the full scale model is seen to experience a softening behavior. The
softening behavior was visually verified to be due to local instability of the
flanges in the full scale model.
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Figure 5.5: Force-displacement curve for the loading point of the composite
girder.

5.2.4 Test Results

Five real-time hybrid tests were performed. The load amplitude was set to be
P = 130 N in all of the tests. The excitation frequency, ωe, on the other hand,
was changed from test to test, covering a range from 1% to 40% of the first
natural bending frequency, ω1, of the composite girder. With the relatively
low excitation frequencies, a more or less static response should be expected
as experienced in the full scale tests. The load, F(t), was mathematically
described by the formula:

F (t) =
1

2
P
(

1 + sin
(
ωe · t−

π

2

))
(5.8)

In Figure 5.6 - 5.8 the displacements and the rotation at the shared bound-
ary are shown for the maximum applied excitation frequency of magnitude
ωe=2.96 Hz. The solid blue line represents the displacements measured by the
DIC system from the real-time hybrid test, uRTHT, the dashed line represents
the numerical reference displacement, unum, and the red line the maximum
deviation between the former two evaluated by (5.9). The superscript max
refers to the absolute maximum value in the full interval.

error =
|uRTHT − unum|

umax
num

· 100% (5.9)
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From the Figure 5.6 and Figure 5.7, the translations in the real-time
hybrid test and in the numerical reference are seen to be in the same order of
magnitude, but with an fluctuating error ranging from 0% to approximately
40%. From Figure 5.8 the rotations of the real-time hybrid test are seen to
diverge even more significantly from the numerical reference values. After
the experiments, it was realized that the rotations evaluated in the numerical
model, were erroneously multiplied by a factor π/180, as if converted from
degrees to radians, before imposed onto the physical substructure. In the
following the evaluation of the results are therefore based on the translations.
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Figure 5.6: Horizontal deformation, ux, at shared boundary.

For a load amplitude of P = 130 N it would be expected that the numerical
response would be stiffer than the real-time hybrid test, cf. Figure 5.5.
However, as seen in Figure 5.6 and Figure 5.7, the displacement amplitude of
the numerical reference model is larger than the displacements achieved in the
real-time hybrid test. Two things can explain the unexpected stiff response of
the real-time hybrid test. The first reason is the erroneously reduced rotation.
Preventing a rotation of the cross section will inevitably increase the stiffness.
The second reason is, that only a single bending mode could be applied in
the Taylor basis in the numerical model. Representing a shear mode with
a bending mode will introduce discontinuities in the displacements, which
are presumed to increase the stiffness. Based on these considerations, the
order of magnitude of the real-time hybrid test displacements seem to be
reasonable, compared with the numerical reference displacements.

5.2.5 Potential Numerical Improvements

Based on the presented real-time hybrid test results of the composite gider,
it is obvious that a number of changes could improve the test. Consider-
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Figure 5.7: Vertical deformation, uy, at shared boundary.
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Figure 5.8: Rotation, θ, at shared boundary.

ing the numerical aspects, especially two improvements are distinctive; the
approximate numerical reference model and the applied basis.

Starting with the numerical reference model, this was fitted to the dis-
placement at the load point. Looking back, it would have made more sense to
calibrate the numerical reference model with respect to the displacement at
the shared boundary, as this point is used for comparison. A different point
of calibration on the force-displacement curve in Figure 5.5 could also have
been used, e.g. a point close to the applied load amplitude, P = 130 N. How-
ever, regardless of the choice of calibration method applied, discontinuities
in the displacements at the shared boundary would have been introduced,
due to the lack of shear flexibility in Euler-Bernoulli elements. Thus, such a
reference model will only, at its best, be able to serve as an approximation
in the evaluation. If a fully comparable numerical reference model is desired,
a model containing shear flexibility should have been implemented. Due to
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the need of reducing the forces of the numerical substructure by 75% in each
time step, a commercial FEM programme with shear flexible elements could
not be directly used.
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Figure 5.9: (a) LNM 2 based on Euler-Bernoulli elements and (b) the
ANSYS shear mode, LNM 1 and a combination of LNM 1 and 2.

In contrast to the numerical reference model, the use of Euler-Bernoulli
elements to evaluate the response of the numerical substructure, is a valid
approximation. The reason for this is, that shear flexibility is not dominating
in the numerical substructure part. However, the first bending mode and its
associated modal derivative, were insufficient to represent the deformation
of the expected shear mode. However, if the second LNM, plotted in Figure
5.9a, could have been included, a significant improvement of the response
would be expected. This is illustrated in Figure 5.9b where the ANSYS
shear mode, the LNM number 1 and a combination of the LNMs number 1
and 2 are shown for the chosen parameters α = 0.50, β = −1.35 and η = 0.55.
The combination of LNM 1 and 2 is seen to fit to the ANSYS shear mode
significantly better in the numerical substructure domain, compared to the
LNM number 1.

However, the best alternative would have been to include shear flexibility
in the applied Bernoulli-Euler element. In this way the influence of the shear
deformation had been included in the first mode. Furthermore, this would
reduce the frequency magnitude, and thus allow for an increase of the time
step magnitude.

In the following different methods to evaluate the basis vectors in hybrid
testing are discussed. Here an alternative way of choosing the basis vectors
is suggested.
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5.3 Evaluation of Basis Vectors

When the basis vectors for numerical substructures in a hybrid test are eval-
uated, the boundary conditions at the shared boundary are off course impor-
tant to consider. However, it is perhaps not straight forward to model these
in a sufficient way, and alternative methods have to be applied.

As was done in the pilot test presented above, a model of the full structure
containing both the numerical and physical substructures, can be applied
in the evaluation of the basis vectors. However, if an inaccurate physical
substructure is adopted in the evaluation, this will lead to deviations in mode
shapes, as previously discussed, cf. Figure 5.9. A natural consequence of this
is that an increase in the amount of basis vectors is required to represent the
response to a sufficient degree of accuracy. Thus, this can potentially be a
very inefficient approach.
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Figure 5.10: LNMs and their associated novel modal derivatives of the free
beam.

Another approach, that was also considered in the pilot test, could be to
consider the numerical substructure as a structural part fully disconnected
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from the physical substructure. In this way the basis vectors can be evalu-
ated, without having to consider the physical substructure.

Considering the composite beam as example, the numerical substructure
would consist of a free beam. In Figure 5.10 the first five LNMs and the asso-
ciated modal derivatives of the LNMs number four and five, of the free beam
are shown. The first three LNMs, ϕ1, ϕ2 and ϕ3, are rigid body motions,
with the former two given as a mix of rotations and translations, whereas ϕ3

is a pure horizontal translation. The linear modes ϕ4 and ϕ5, are bending
modes, and their associated modal derivatives horizontal displacements. The
latter are denoted by the definition in (4.53) on page 58.

The natural frequencies associated with the rigid body motions are zero,
and can cause some problems with the eigenvalue solver. However, this can
be fixed by shifting the eigenvalues. Adding the zero term αM− αM to the
linearized eigenvalue problem in (4.14), this can be formulated on the form
in (5.10) with α denoting a constant free of choice. The eigenvectors remain
the same, whereas a new eigenvalue, λi, is introduced. However, knowing λi,
the eigenvalues, ω2

i , can easily be found by use of (5.11).
(

(K + αM)− λiM
)
ϕi =0 (5.10)

λi =
(
ω2
i + α

)
(5.11)

The frequencies of the LNMs number four and five in Figure 5.10 were
of magnitude ω4 = 3 · 103 rad/s and ω5 = 8 · 103 rad/s, respectively. This is
significantly higher than the frequencies associated with the modes applied in
the pilot test. Thus, it would not have been possible to apply the basis vectors
of the free beam in the pilot test, as this would have required significantly
smaller time step magnitudes.

5.4 Concluding Remarks

In the present chapter the application of reduction methods in hybrid test-
ing has been considered. The projected EOM, including the actuators forces,
were considered, and a pilot test was presented. Furthermore, different meth-
ods that can be used to evaluate the basis vector for hybrid testing were
discussed.

The results of the pilot test were influenced by a number of error and
shortcomings in the equipment. Despite of this, the performed real-time hy-
brid test provided a number of important answers. One is, that an improved
RTHT loop is required, if real-time hybrid tests are to be performed. Espe-
cially the computational capacity has to be improved, both to be able to filter
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out the noise, but also in order to improve the size of the numerical models.
But more importantly, the test confirmed the stability of the Taylor basis in
an applied case. Without the stability of the Taylor basis, it would not have
been possible to include the high frequent contraction mode, ∂ϕ1/∂s1. In
this perspective, the test has been useful.
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Chapter 6

Future Research Subjects

In the following chapter two potential future research topics are mentioned.
The topics relate to the present work and the numerical substructures in
RTHT.

Linear Dependent Modal Derivatives

One subject that could be of interest to consider, relates to the phenomena of
linear dependent modal derivatives. As was illustrated in chapter 4, the effi-
ciency of the Taylor basis formulation is decreased for an increasing number
of linear dependent modal derivatives. In this regard it could be of interest
to consider if the linear dependent modal derivatives could be included in
a more efficient way, e.g. by moving them to the linear term of the Taylor
basis formulation, without ruining the stability. Alternatively, it could be of
interest to investigate the effects of removing the linear dependent modes.

Choice of Basis Vectors in Hybrid Testing

As discussed in chapter 5 different ways of selecting the basis vectors for the
hybrid tests exist. It is however not obvious to the writer how the choice of
basis vectors will influence on the behavior of the full structural response,
e.g. how the frequencies of the coupled system will be influenced by the
choice of basis vectors. This is considered to be highly relevant to investigate.
Furthermore, it could be of interest to investigate if the physical substructure
influence on the stability of the numerical model in a hybrid test, or if the
stability is only dependent on the frequencies of the selected basis vectors.
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Chapter 7

Conclusion

In the present PhD study mathematical tools and methods have been adopted
and developed, in order to improve the accuracy of kinematic nonlinear nu-
merical substructures, simulated in real time.

Special emphasis has been on projection based reduction methods, which
is a mathematically way to reduce the dimension of large discretized models,
with the purpose of decreasing the computational time, while simultaneously
keeping a high solution accuracy. Three elements that can help to improve
the accuracy of reduction methods in real-time simulation have been pre-
sented. The elements consist of:

An Efficient Global Formulation of the Internal Restoring Forces

The first element consisted in implementing an existing global formulation of
the internal restoring forces. The formulation was organized by introducing
a reduced basis into the discrete equations of motion and manipulate these
into a sum of constant equivalent force vector coefficients times the reduced
co-ordinates. By replacing the standard element-by-element assembling of
the internal restoring forces with the global formulation, it was shown that
the real-time DOF capacity could be increased by 50%, with the given com-
putational resources taken as a reference point. The real-time DOF capacity
increase allows for more elements to be included in the modelling, and thereby
helps to improve the accuracy.

Two System of Equations Governing the Modal Derivatives

The second element consisted in the organization of two different system of
equations governing the so-called modal derivatives. Modal derivatives repre-
sent the second order terms of a displacement field, and these are important
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to include in nonlinear analysis. In kinematic nonlinear systems the second
order terms represent coupling activated deformations. By use of an exam-
ple it was illustrated, that if the coupling activated deformations are omitted
from the basis projection, this can increase the stiffness of the system, and
ruin the accuracy.

The first organized system of equations was based on an existing formula-
tion found by differentiating the linearized eigenvalue problem. However, this
formulation is by nature singular, and can only be solved by use of approxi-
mations. A geometric restriction on the modal derivatives was introduced to
remove the singularity of the system.

The second organized system of equations comprised a novel set of equa-
tions. This was derived by introducing a Taylor series for the displacement
field into the free and undamped kinematic nonlinear equations of motion.

The modal derivatives determined from the two governing system of equa-
tions were compared by using them in the analysis of a nonlinear cable. Iden-
tical results were found independent of the modes applied. However, only the
modal derivatives based on the novel system of equations fulfilled the Taylor
series. Thus, the novel system of equations were concluded to be exact.

An Efficient Basis Formulation Based on a Taylor Series

The third element consisted in the organisation of an efficient basis formula-
tion. By use of the novel modal derivatives, a second order Taylor series of
the displacement field was organized on a basis format with N linear modes
and 1

2
(N2+N) associated modal derivatives, containing only the N unknowns

of the linear modes. In this way the modal derivatives were included without
increasing the number of unknowns. The formulation was named a Taylor
basis and it was shown to exhibit high efficiency, accuracy and stability.

It was illustrated, that if more than 40 basis vectors are included in the
basis, and an even time step magnitude is applied, the Taylor basis can be
up to ten times faster than a standard basis formulation. Furthermore, when
using even time step magnitudes, the Taylor basis was shown to be able
to increase the real-time DOF capacity by more than 100%, compared to a
simulation that makes use of the standard element-by-element assembling.

Moreover, the stability of the Taylor basis was shown to be dependent
on the frequencies of the linear normal modes only. The linear frequencies
are, typically, significantly lower than the frequencies of the higher order
terms. Thus, with the Taylor basis significantly larger time steps can be
applied compared to other algorithms. This can increase the real-time DOF
capacity even further. The potential of combining the high efficiency with
the improved stability was illustrated in an example of a simple harmonic
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loaded frame. Here the Taylor basis was able to simulate the response 800
times faster than a full FEM model, and 20 times faster than a standard
basis formulation, with equal precision.
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Errata

Here the known errors in the Appended Papers are listed.

Appended Paper I

In the introduction is it stated that reference [13] introduces a basis into a
set of linear equations of motion. This should have been a set of material
nonlinear equations of motion.

Equation (14) should be

Φh
i = Φ−V0

with V0 referring to the solution of the linear static static problem:

K(0)V0 = αMΦi
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Appendix A

Kinematic Nonlinear Beam
Example

A kinematic nonlinear beam rigid supported at the left end and prevented
against horizontal deformations at the right end, is considered, see Figure
A.1.

l

EI, ρ, ζ

F(t)

u

Figure A.1: Kinematic nonlinear beam.

The beam has a density ρ, a bending stiffness EI, a relative damping
ratio, ζ, and is exposed to an external periodic load, F(t), with a excitation
frequency, ωe;

F (t) = Fmax · sin(ωet) (A.1)

A FEM model is used to analyse its response. The EOM on discretized
form, assuming linear damping, is

Mẍ + Cẋ + g(x) = F(t) (A.2)

where M is the mass matrix, C is the damping matrix, g(x) are the inter-
nal restoring forces and F(t) is the external load dependent on time, x the

displacement field and d/dt = (̇).
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Kinematic Nonlinear Beam Example

In table 1.1 are listed the properties of cantilever beam applied, corre-
sponding to the first bending mode with a frequency ω1 = 1 rad/s. The
beam is modelled with plane Euler-Bernoulli elements. A full description of
the element is presented in Andersen and Poulsen (2015).

In Figure A.2a the transverse deformation, u, at the load point, is plotted.
The central difference method (CDM) and the Newmark implicit scheme,
with assumed average acceleration, are used to evaluate the response. The
linear response is plotted in Figure A.2b, using the CDM.
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Figure A.2: Response of (a) kinematic nonlinear beam and (b) linear beam.

Three nonlinear solutions are plotted in Figure A.2a; two with five el-
ements and one with ten elements. Furthermore, different time step mag-
nitudes are applied in the three solutions. As all of the three nonlinear
responses are identical, the solution has converged. Furthermore, by com-
paring the magnitude of the linear and nonlinear responses, the nonlinear
effects are seen to be significant.
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ABSTRACT: Real-time hybrid testing combines testing of physical components with numerical simulations. The concept of the 

method requires that the numerical simulations should be executed in real time. However, for large numerical models including 

nonlinear behavior a combination of computationally costly assembling of the internal forces element by element at each 

equilibrium point and a strict requirement for small time steps to maintain accuracy and stability often prevents real time 

execution. Thus, enhanced numerical capacity is required. In the present study a basis reduction method is used to reformulate 

kinematic nonlinear equations of motion into a sum of constant matrices each multiplied by a reduced coordinate decreasing the 

assembling time. Furthermore the method allows for cutting off some of the higher frequency content not representing real 

physics decreasing the stability requirement for the time step. However, it is important that the chosen basis can represent the 

nonlinearities of the system. If not locking of the system can be a consequence ruining the accuracy of the results. To 

demonstrate the potential of the method in a real time simulation perspective and the importance of choosing a sufficient basis a 

composite beam and a cantilever beam including kinematic nonlinearities and exposed to harmonic loadings are analyzed. To 

reduce locking modes with higher order terms are included. From the analysis it is concluded that the method exhibits 

encouraging potential with respect to real time execution if a sufficient basis is chosen. 

KEY WORDS: Kinematic Nonlinearities, Basis reduction, Real-time simulation, Finite Element Analysis. 

1 INTRODUCTION 

Hybrid testing is a testing method that was developed by 

Japanese scientists in the 1960’s, cf. [1]. If conducted in real-

time in order to include dynamic effects the method is often 

referred to as real-time hybrid testing (RTHT). 

The principle of the method is that the considered structure 

is partitioned into two parts; a physical substructure and an 

analytical substructure. The physical component is a structural 

part that displays complicated or unknown structural behavior 

and therefore has to be tested in a physical test setup. The 

analytical substructure on the other hand is well understood. 

Thus, this part does not have to be tested but can instead be 

modeled numerically and solved by a time integration scheme. 

As only the component displaying complicated behavior has 

to be build and tested physically a full scale test can be 

conducted in more modest physical frames which makes it 

highly economically profitable. 

During the hybrid test an iterative loop is running where the 

response of the numerical model found from the time 

integration is imposed onto the physical substructure through 

servo-hydraulic actuators in a finite number of points. The 

force response from the physical component is then measured 

by the actuators and sent to the numerical model. Together the 

experimental substructure(s), the analytical substructure(s), 

the integration algorithm and the servo-hydraulic actuators are 

integrated through an IT control system to form the real-time 

hybrid simulation system. For further details about the 

principle of Hybrid testing see e.g. [2-3]. 

For RTHT to be successful it is required that servo-

hydraulic actuators are able to impose the displacements 

accurately onto the physical substructure in real time, that the 

communication between the analytical and physical 

substructure has a minimum delay and that the time 

integration is robust, accurate and fast to ensure real time 

execution.  

The requirement that the numerical time integration has to 

be executed in real time limits the size of the nonlinear 

numerical substructures that can be applied in RTHT. Main 

part of the computation time in nonlinear analysis is due to the 

internal nodal forces computed element by element followed 

by an assembling into the global set of equations before each 

time step. When increasing the size of the numerical models 

the assembling time is obviously increased as well. 

Simultaneously, when increasing the size and complexity of 

the models higher frequencies are introduced, which calls for 

smaller time steps in the integration schemes in order to 

maintain stability and accuracy. Decreasing the time steps 

increases the computational time further as the number of 

assemblings of the internal nodal forces within a given 

simulated time interval are increased. Thus, increasing the 

size and complexity of the numerical substructures increases 

the computational time, which work against the real time 

execution requirement. 

Both implicit and explicit algorithms and combinations of 

these are considered among researchers in RTHT context, see 

e.g. [4-10]. In [10] a selection of implicit and explicit 

integration schemes is evaluated in a RTHT setup with 

nonlinear substructures. The study concludes that explicit 

schemes are preferable. These schemes are simpler and do not 

require equilibrium iterations, making them less time 

consuming than implicit algorithms. However, the downside 

of explicit schemes is that smaller time steps are required to 

maintain stability of the system compared to implicit schemes.  

The study in [10] also concludes that due to the 

performance of the time integration schemes the capacity with 

respect to degrees of freedom (dof) in the discretized system 

is very modest if real time execution should be performed. 

Under the given circumstances around 50 dofs in a nonlinear 

context dictates the upper limit. As far as known the 

maximum number of dof’s used in a RTHT with a nonlinear 

analytical substructure is 134, cf. [11]. Thus, a very interesting 
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and important issue related to RTHT is how to improve the 

computational capacity in order to be able to simulate the 

response of large and complex numerical substructures 

including nonlinear effects in real time. 

One way of decreasing the computational time is by using 

reduced order modeling (ROM) reducing the discretized 

nonlinear equations of motion by projecting them onto a 

subspace represented by a reduced basis. This is a simple way 

to reduce the number of dof’s and at the same time to cut off 

some of the higher frequency content contained in the model 

not representing real physics. The latter allows one to increase 

the time steps whereby the assembling frequency of the 

internal nodal forces and thereby the computation time are 

reduced.  

In [12] the concept of ROM is described together with an 

overview and evaluation of the most common used bases for 

kinematic nonlinear structures considering robustness and 

accuracy. From the study it is concluded that linear normal 

modes are among the best performing bases under the given 

circumstances despite the fact that they neglects the nonlinear 

nature of the system.  

In [13] is considered a material nonlinear structure. To 

model the response a reduced basis consisting of a number of 

Ritz vectors encapsulating the material nonlinear response is 

used. The Ritz-basis is derived from a combination of linear 

normal modes and a number of plastic deformation shapes 

found from a static analysis. The basis is introduced into a set 

of linear equation of motion whereby the costly assembling 

every time step is avoided. This enables the authors to model 

the response of a 50-dof nonlinear plastic model with three 

elastic and six plastic modes in real time. However, the plastic 

modes obtained in this way possessed high frequencies which 

had to be decreased artificially by including additional inertia 

to be able to perform real-time simulations. Furthermore, the 

approach is not very suitable for systems with alternately 

increase and decrease in stiffness which is the case for 

kinematic nonlinear structures. 

When using ROM for nonlinear systems the time 

consuming assembling of the nonlinear internal nodal forces 

is still required in every time step before projecting them onto 

the reduced subspace. As an answer to this problem 

researchers in [14] have presented a reduced basis formulation 

(RBF) where the discretized equations of motion by a simple 

mathematical reformulation can be written as a sum of 

stiffness matrix terms that remain constant throughout the 

entire analyses each multiplied by a reduced coordinate in the 

projected subspace. For a subspace consisting of m modes 

1+m+m
2
 constant matrix terms are arranged. This 

reformulation enables a much faster assembling of the 

nonlinear internal nodal forces compared to the usual 

assembling element by element. 

To the best of the present authors’ knowledge no study has 

been performed illustrating the potential of the method in [14] 

in a real-time perspective. Thus, in the present study the RBF 

is used to analyze kinematic nonlinear structures in a real-time 

perspective to illustrate the applicability in nonlinear real time 

analysis. Two examples are considered. The first example 

constitutes a composite beam exposed to harmonic loadings. 

The beam parameters are based on inspiration from a 

composite beam planned to be tested in a RTHT arrangement 

at the Technical University of Denmark (DTU) in the spring 

2014, making the example relevant in that perspective.  

As will be evident to the reader the analysis of the 

composite beam is exposed to the phenomena of locking 

ruining the results. The locking effect is introduced through 

the choice of basis consisting of purely linear modes. To 

reduce the effect of this, modes containing higher order terms 

can be included. This is illustrated in a second example 

considering a simple cantilever beam. 

In section 2 the RBF by [14] is presented together with a 

reduction of the formulation taking symmetry conditions into 

account. In section 3 an approach to include higher order 

terms to the linear normal modes are presented. Finally in 

section 4 and 5 the examples of the composite and cantilever 

beams, respectively, are described, analysed and discussed. In 

section 6 the conclusion is given. 

2 REDUCED BASIS FORMULATION 

In the following section the RBF developed by [14] is used to 

reduce a set of discretized kinematic nonlinear equations of 

motion. Furthermore an improvement of the formulation 

taking into account symmetry conditions is presented. 

2.1 Nonlinear modal equations 

The starting point of the method is the global set of discretized 

nonlinear equations of motion in physical coordinates 

containing n dofs written in matrix notation 

 ( ) ( )t  MV CV g V F  (1) 

where M and C are n x n mass and damping matrices, F(t) a n 

x 1 external load vector which is a function of time and g(V) a 

n x 1 vector containing internal restoring forces. Finally V is a 

n x 1 vector representing the nodal displacement in global 

format where a dot above the vector denotes a time derivative. 

In the given case the discretized system in (1) is based on 

continuum mechanics with Green strain characterizing the 

state of deformation and with the Second Piola-Kirchoff 

stresses as conjugate stress components, cf. Appendix 1. 

In the present only the internal restoring forces, g(V), are 

assumed to be a nonlinear function of the nodal 

displacements. The nonlinear restoring forces consist of a 

constant, linear and a quadratic stiffness matrix contribution in 

V 

 
0 1 2( ) ( ( ) ( , ))  g V K K V K V V V  (2) 

where K
0
 is the constant stiffness matrix known from linear 

elastic theory and K
1
 and K

2
 are linear and quadratic 

functions of the V, respectively, introduced due to the 

kinematic nonlinearities. 

The discretized nonlinear equation of motion in physical 

coordinates can be projected onto a reduced subspace by 

introducing a relation between the physical and reduced 

coordinates given as 

 

1

m

i i

i

s


 V ΦS φ  (3) 

where Ф is a m x m matrix containing m basis’, φi, arranged 

as columns and S a m x 1 vector containing the m reduced 



coordinates, si. The number of reduced basis are usually much 

smaller than the number of dofs, i.e. m << n. 

Projecting the discretized equations in (1) onto the reduced 

subspace represented by (3) yields the general formulation 

 ( ) ( )t  MS CS g S F  (4) 

with the introduced vectors and matrices  
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M Φ MΦ

C Φ CΦ

g S Φ g ΦS

 (5) 

In [14] the nodal restoring forces in (5) are written as a sum 

using the right hand side of (3). This leads to the general 

formulation for the reduced internal nodal forces  

 
0 1 2

1 1 1

 ( ) ( )
m m m

i i ij i j

i i j

s s s
  

   g S K K K S  (6)  

where all matrices appearing in (6) are constants. In Appendix 

2 the formulation of the matrices based on Continuum 

mechanics are presented. 

   As the matrices appearing in (6) are constants these can be 

built before initiating the time integration if keeping the same 

basis throughout the analysis. This allows for a fast 

assembling of the nodal forces in (6) between each time step 

compared to the usual costly assembling of the internal nodal 

forces performed element by element. 

2.2 Symmetry reduction of quadratic sum 

The formulation of the restoring forces in (6) can compacted 

even further by taking advantage of the symmetry of the 

products of the reduced coordinates 

 i j j is s s s  (7) 

By introducing the definition  

 
2* 2 2(1 )ij ij ij ji  K K K  (8) 

The symmetry condition in (7) allows the quadratic sum in (6) 

to be written as  
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This reduces the number of sums by the number 

 

2 2
2

2 2
reduced

m m m m
m m

 
    (10) 

corresponding to a relative reduction of magnitude 
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   (11) 

In the limit state this approaches a reduction of magnitude 

 
1

lim 50%
2m

r


   (12) 

3 MODES INCLUDING HIGHER ORDER EFFECTS 

Choosing a reduction basis consisting of linear modes from 

the undeformed stage might causes the nonlinear coupling 

effects of the structure to be locked as these effects are not 

accounted for by the linear normal modes. This will increase 

the stiffness of the system and thereby affect the accuracy of 

the results. To prevent these locking phenomena modes 

containing higher order terms can be included. 

 Considering a linear normal mode i, Фi, an estimate for a 

mode, Фi
h
, representing the higher order terms of the linear 

mode can be found by performing a nonlinear static 

calculation considering an equivalent formulation of the 

eigenvalue problem (EVP). Considering the mass times the 

considered linear mode as an external load and replacing the 

square of the natural frequency by a scaling factor α a 

nonlinear static system of equations can be arranged as 

 ( ) iK Ф MФ Ф  (13) 

By scaling the load factor α such that the solution vector Ф 

deviates slightly from the linear solution a vector estimate for 

the higher order terms of  Фi, can be taken as the difference 

between the linear normal mode and the static solution  

 
h

i i Ф Ф Ф  (14) 

These modes will be applied in the analysis of the cantilever 

beam in section 5. The modes Фi
h
 used in this example case 

are based on solutions where the maximum deviation in a 

discretization point between the linear and nonlinear response, 

Ф and Фi, was around 1%. 

4 ANALYSIS OF COMPOSITE BEAM 

In the following section a composite beam is analysed to 

illustrate the potential of the RBF described in section 2 in a 

real-time perspective. Furthermore the example illustrates the 

consequence of locking introduced if the chosen basis cannot 

represent the nonlinear coupling effects. 

First is presented the description of the composite geometry, 

boundary conditions, general stiffness parameters and loading. 

Next the numerical modeling of the beam and the analysis 

approach is described. In the final section the analysis results 

are presented and discussed. 

4.1 Geometry and boundary conditions of composite beam 

In Figure 1 is sketched the composite beam in the x-z plane. 

The beam is of length L and simply supported at the beam 

ends with the rotation axis arranged in the bottom of the 

composite. The distance Lc marks a part of the beam where a 

section cut is made to increase the effect of the kinematic 

nonlinearities. 



 

Figure 1. Composite beam in x-z plane.  

   In Figure 2 the cross section through section A-A marked in 

Figure 1 is sketched. From the figure the composite is seen to 

be hollow with an exterior height B and a width H. The wall 

thicknesses are t1 and t2 along the height and width 

respectively and the curvature along the edges of the profile is 

r. The introduced section cut is of width h and is placed in the 

flange in a distance t2+r from the outer edge of the web. 

Finally point A marks an edge point at the section cut which 

will be considered in the analysis. 

 

Figure 2. Composite cross section at section A-A. 

In Table 1 are listed the geometry parameters of the composite 

beam. 

Table 1. Geometry parameters of composite beam 

Parameter Magnitude Unit 

L 5 m 

Lc 1 m 

H 0.132 m 

B 0.054 m 

R 0.006 m 

t1, t2 0.002 m 

H 0.004 m 

A 680 mm
2 

4.2 Loading of composite beam 

The beam is loaded by a periodic loading 

 1 1 2 2( ) sin( ) sin( )p t F t F t    (15) 

with F1 and F2 denoting the load amplitudes and ω1 and ω2 the 

load frequencies  

Table 2. Loading parameters for composite beam 

Parameter Magnitude Unit 

F1 2 kN 

F2 1.25 kN 

ω1 5.20 Hz 

ω2 58.20 Hz 

As illustrated in Figure 1 the resultant loads are applied a 

distance L/3 from the beam edges. They are distributed over a 

square area of size (0.4 x H)
2
 at the bottom flange. The load 

parameters are presented in Table 2. The load frequencies 

span the frequency domain of the ten first modes of the 

composite in the undeformed stage. 

4.3 Stiffness parameters 

The composite beam consists of a synthetic matrix material 

reinforced with longitudinal fibers in one direction of the 

beam. In Table 3 are listed the stiffness’s parameters used in 

the analysis with the subscript referring the global direction 

indicated in Figure 1 and Figure 2. The parameters are taken 

from [19]. 

Table 3. Stiffness and material parameters of composite 

Parameter Magnitude Unit 

Ex 23
 

GPa
 

Ey, Ez 8.5
 

GPa
 

G 3
 

GPa 

νxy, νxz   0.230 - 

νyx, νzx 0.085 - 

νyz, νzy 0.230 - 

ρ 1825 kg/m
3 

 

   Ex, Ey, Ez denote the orthotropic moduli of elasticity and G 

denote the orthotropic shear moduli for shear deformation 

assumed equal in all planes, respectively. The term νxy is a 

Poisson ratio characterizing the strain in the y-direction 

produced by the stress in the x-direction. Similar 

interpretations are given for the remaining Poison ratios listed 

in Table 3. Finally ρ denotes the density of the composite. 

   In the given case it is assumed that the fibers are aligned 

parallel with the length of the beam leading to maximum 

stiffness moduli in the x-direction 

4.4 Numerical Modeling 

The composite beam is modeled in a local MATLAB based finite 

element program named BYGFEM. To model the structure the 

10-nodal isoparametric tetrahedral element sketched in Figure 

3 is used. The element can describe displacement fields up to 

2
nd

 order and stress fields up to 1
st
 order correctly. Three 

translations describe the deformation in each node. For a more 

thorough description of the element, see e.g. [15]. 

 

Figure 3. 10-nodal tetrahedral element. 

   To perform the time integration when using the RBF is used 

the central difference method (CDM) which is an explicit 2
nd

 

order method, see e.g. [15]. The reason for picking this 

integration scheme is that it is simple whereas the 

disadvantage is that the time step has to be below a critical 

value in order to prevent instability. To check the accuracy of 

the RBF solution this is compared to a full solution found with 

an implicit Newmark algorithm (NA). 



In Table 4 are listed some of the algorithm parameters used 

in the analysis with tact denoting the actual time simulated, ∆t 

the time step magnitude with the superscript referring to the 

method applied and the algorithm parameters α and β applied 

in the full implicit analysis. The latter two are set equal to a 

magnitude corresponding to unconditionally stability in the 

linear analysis case. Finally ϵ is the equilibrium tolerance. 

Table 4. Algorithm parameters 

Parameter Magnitude Unit 

tact 0.25 s 

∆t
NA 

/ ∆t
CDM

  10
-3

 /  3∙10
-5 

s 

ϵ 10
-3 

- 

γ ½ - 

β ¼ - 

 

   Two different mesh sizes were used in the analysis. In the 

region spanning the section cut of length Lc (cf. Figure 1) the 

mesh density is set to ten times finer than in the remaining 

structure in order to model the curvature at the section cut 

sufficient. A total of 65523 dofs were contained in the model. 

The basis used in the RBF is taken as the lowest 25 linear 

normal modes of the composite in the undeformed stage.  

4.5 Analysis results and discussion 

In Figure 4 is plotted the displacement, uz, in point A (cf. 

Figure 2) in the time interval t ϵ [0, 0.04] sec. The blue curve 

shows the solution obtained with the implicit NA representing 

the full solution. The red curve shows the RBF solution. 

From the figure it is observed that the RBF curve starts to 

deviate significantly from the full model solution already from 

around t = 0.02 seconds. Around this point the RBF curve 

reaches a local maximum whereas the NA response keeps 

increasing rapidly. The behavior of the two curves indicate 

that the RBF solution exhibits a much higher stiffer than the 

NA solution. As indicated previously and as will be 

demonstrated in the example in the next section the increased 

stiffness is introduced through the choice of modes included 

in the model. Due to the kinematic nonlinearities coupling of 

the transverse and axial deformations take place. If the chosen 

modes do not represent these coupling effects sufficiently 

locking will appear increasing the stiffness of the system.  

 
Figure 4. Displacement, uz, at point A in the composite 

beam found using a NA and the RBF, respectively. 

 

One way to overcome the locking phenomena is by 

increasing the number of modes until a sufficiently number of 

modes can represent these nonlinear effects. However, in 

order for the RBF to be performed in real time it is necessary 

to keep the number of modes as few as possible while still 

being able to describe the response as good as possible. 

   In Table 5 is presented how many modes that can be 

contained in the model for different time step magnitudes if 

the RBF should be executed in real time. It should be stressed 

that the results are based on simulations on a standard PC. 

Table 5. Mode limit vs. time step magnitude 

Time step [s] No. of modes 

10
-3 

35 

10
-4 

12 

10
-5

 1 

The table shows a decrease in number of modes as the time 

step is decreased, which should be expected. For a time step 

of magnitude ∆t = 10
-5

 a model approximated by one mode 

only can be executed in real time, whereas by increasing the 

time step to ∆t =10
-4

 sec enables one to describe the response 

with up to 12 modes. Decreasing the time step further to ∆t 

=10
-3

 sec up to 35 modes can be applied. As the time step is 

dictated by the highest frequency of the system through the 

stability requirement, the time step that can be applied is 

restricted by the nature of the considered system. Thus, the 

RBF is most suitable for low frequency ranges as this allows 

for larger time steps.  From the table it is also evident that 25 

modes are way beyond the limit for real time execution for the 

given time step applied analyzing the composite beam. 

However, the example in the next section indicates that by 

using only a few higher order modes the results can be 

improved significantly. 

5 ANALYSIS OF CANTILEVER BEAM 

A cantilever beam exposed to a harmonic loading is analysed 

next. The example serves to illustrate that the locking effect of 

a nonlinear response can be reduced significantly by 

introducing few modes including higher order effects. 

5.1 Geometry, loading & stiffness parameters of cantilever 

The cantilever is of length L and has a cross section of width 

and height w and h, cf. Figure 5. 

 

 
Figure 5. Sketch of cantilever exposed to sinusoidal load 

(left) and it cross section dimensions (right).  

 

It is exposed to a sinusoidal load with amplitude F and 

excitation frequency ω. 

 ( ) sin( )p t F t   (16) 

The cantilever is isotropic and made from steel. The load 

amplitude F is chosen such that the response is significantly 

nonlinear. The frequency, ω, corresponds to 1/25 of the lowest 

natural frequency in the undeformed stage. 

   In Table 6 are presented the beam and load parameters. 



Table 6. Cantilever parameters 

Parameter Magnitude Unit 

E 210
 

GPa
 

ν 0.3
 

GPa 

h, w 1 m 

L 4 m 

F 2 GPa 

ω 2 Hz 

5.2 Numerical modeling 

   The cantilever is modeled with a mesh consisting of four 

elements along the height, twelve elements along the length 

and one element in the width direction with the tetrahedral 

element presented previously. 

   As for the composite beam the response of the cantilever 

beam is analysed numerically using the implicit NA and the 

CDM algorithm for the RBF with the algorithm parameters in 

Table 4.  

    In the present analysis the basis chosen for the RBF 

analysis consists of a varying number of modes. To reduce the 

locking effects linear modes and their corresponding higher 

order modes are included as determined by (13)-(14) using a 

Newton-Raphson algorithm. In Table 7 are listed three 

combinations of modes used. 

Table 7. Modes included in RBF solutions 

Case Linear modes 

no. 

Higher order 

modes no. 

RBF 1 1-4
 

- 

RBF 2 1
 

1 

RBF 3 1, 4 1, 4 

 

In the ‘RBF 1’-case the linear modes 1 to 4 are included 

without higher order terms. These modes constitute bending 

modes in the load direction (mode 1 and 4) whereas mode 2 

and 3 constitute a bending mode opposite to the load direction 

and a torsional load around the beam axis. In the ‘RBF 2’- and 

‘RBF 3’-case only the bending modes in the load plane 

together with their higher order modes are considered. 

5.3 Analysis of Cantilever 

   In Figure 6 is plotted the response of the cross-sectional 

midpoint node at the loaded beam end. The blue curve 

represents NA solution whereas the remaining curves 

represent the RBF solutions. 

 
Figure 6. Deformation of midpoint node at loaded end.  

 

   Considering the full response the deformation it is seen to be 

dominated by a frequency equal to the excitation frequency 

with amplitude around 2 m corresponding to the static 

nonlinear response of the beam if exposed to the load 

amplitude, F. Local oscillations appear with a frequency 

around 50 Hz corresponding to the first linear bending mode 

of the beam. This mode is only slightly excited due to the 

relatively slower load frequency. The response in the ‘RBF 

1’-case identifies a similar locking phenomenon indicated by 

the relatively small global amplitude and the increased local 

frequency response. By including the higher order modes the 

locking effects are seen to be significantly reduced as the 

curves ‘RBF 2’ and ‘RBF 3’ attain amplitudes close to the NA 

solution. The solutions ‘RBF 2’ and ‘RBF 3’ are not fully 

converged, but their results indicate that by adding few 

additional modes with higher order terms the response can 

improved significantly. 

6 CONCLUSION 

It has been demonstrated how to reduce a set of kinematic 

nonlinear equations of motion applying a reduced basis 

formulation (RBF) introduced by [14] making it possible to 

perform fast nodal force assembling. The formulation was 

improved using a symmetry condition reducing the number of 

assembling terms by fifty percent in the limit state. A 

composite beam exposed to a periodic loading was used as 

example to demonstrate the potential of the RBF. The results 

were influenced by locking introduced through the choice of 

included linear modes increasing the stiffness of the model. 

However, by adding a few higher order modes to the basis it 

was shown that the locking could be significantly reduced. 

This was illustrated in a simple example considering a 

cantilever beam. Furthermore it was concluded that time steps 

of magnitude 10
-3 

s, 10
-4

 s and 10
-5

 s allow the simulations to 

be performed in real time with up to around 35, 12 and 1 

mode(s), respectively, on a standard PC. Based on this it is 

concluded that the RBF has potential to perform real time 

simulations if choosing a sufficient basis and if possible to go 

beyond a time step of 10
-5 

sec. 

7 APPENDICES 

In Appendix 1 the Continuum mechanics theory required for a 

finite element formulation is presented. In Appendix 2 the 

discretized equations of motion are derived based on the 

presented Continuum mechanics. Finally in Appendix 3 the 

definitions of the constant matrices in the sum-formulation in 

(6) are presented. 

7.1 Appendix 1 – Generalized Strains and Stresses 

In the present Continuum theory required to arrange the finite 

element formulations is presented. The Green Strain measure 

is chosen to characterize the state of deformation of the 

continuum considered with the conjugate stress given as the 

Second-Piola Kirchoff stress measure. A detailed description 

of the theory can be seen in e.g. [16-17]. 

   The starting point is the general Green strain tensor 
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and its variation  
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Where ij is Kronecker’s delta, F the deformation gradient, 

and D the displacement gradient given as 
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As stated on the right hand side of (19)-(21) the tensors can be 

arranged as column vectors. This formulation is used to 

organize the finite element formulation in the following 

section. 

   The seond Piola-Kirchoff stress measure, S, is related to the 

Green strain tensor, E, through the constitutive relation 

assuming a Saint Venant-Kirchoff material 

 
ij ijkl klS C E  (22) 

where Cijkl is a fourth-order tensor of elastic moduli which are 

constant. It is often computationally convenient to represent 

the stress and strain components as a one-dimensional array. 

These are therefore organized in Voigt notation. For the given 

case considering orthotropic material this is given as, se e.g. 

[18] 
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Introducing the definition in (19)-(20) into the green strain 

tensor in (17) this can be written in Voigt notation as   
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7.2 Appendix 2 – Finite Element Formulation 

In the present appendix the formulation of the element local 

discretized equations of motion are presented. The element 

local variation, u, is interpolated in terms of the end point 

nodal degrees of freedom contained in the vector v as  

 u Nv  (25) 

Where N is the displacement interpolation matrix N for an 

element with m degrees of freedom. With this the vectors dj in 

(18) can be formulated as  
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The corresponding virtual components to (27) is 
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The nonlinear vector Enonlin in (24) can be written as  
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Where C(v) is a linear function of v. Furthermore by 

introducing the general expression for the linear strains known 

linear elastic theory  

 
lin E Bv  (31) 

With B denoting the strain interpolation matrix. The Green 

strain tensor in (24) can then be written in compact form as 
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Due to symmetry of matrices in (33) the virtual Green strains 

on Voigt notation can be found as  
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Now the internal nodal load vector g(v) can be organized from 

the virtual work equation in static context 
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With D denoting the material stiffness matrix. The matrix 

contribution in g(v) are constant terms, terms linear in v and 

terms quadratic in v, respectively. These are defined as 
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The nonlinear equations of motion are found by adding inertia 

and damping terms 

 ( ) ( )t  mv cv g v f  (36) 

With m being the mass matrix, c the damping matrix and f(t) 

the external load vector. 

7.3 Appendix 3 – Formulation of modal matrices 

In the following the expressions for the modal matrices in (6) 

based on the continuum theory presented in Appendix 1 are 

identified. 

   The local element dofs in v and the global dofs V are related 

through the element local topology array L 
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Where the reduced basis formulation in (3) is introduced. 

Introducing this relation into the nonlinear part of the nodal 

forces in (33) and projecting this onto the reduced basis in (3) 

yields the expression 
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From where the local element stiffness’s in reduced 

coordinates are identified as  
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The global stiffnesses in reduced coordinates presented in 

general form in (6) are found by summing over the total 

number of elements (nel)   
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SUMMARY

Despite todays computational power, only small nonlinear numerical substructures in finite element analysis
can be simulated in real time. The size restriction of the substructures is primarily due to the time-consuming
evaluation of the internal restoring forces performed element-by-element. In the present is presented a
method to simulate kinematic nonlinear structures more efficiently. It entails applying a reduced basis with
modal derivatives, representing the nonlinearities to reduce the number of degrees of freedom. Previously,
the modal derivatives have been determined from a set of approximate governing equations. In this work,
by introducing a Taylor series into the free undamped kinematic nonlinear equations of motion, is derived
a novel set of equations representing the complete system of equations governing the modal derivatives.
Furthermore is used a reduced basis formulation (RBF) in order to evaluate the internal restoring forces
efficiently as a sum of constant equivalent force vectors multiplied by reduced co-ordinates. By way of
an example it is shown that only the modal derivatives determined from the complete set of equations are
consistent with the Taylor series. Furthermore, the present method allows up to 70 degrees of freedom to run
in real-time on a standard PC. Copyright c© 2010 John Wiley & Sons, Ltd.

Received . . .

KEY WORDS: Kinematic Nonlinearities; Real-time Simulations; Basis Reduction; Modal Derivatives;
Finite Element Analysis

1. INTRODUCTION

Hybrid testing is a testing method developed by Japanese scientists in the 1960s by combining
a physical component with a numerical simulation, see [1]. If conducted in real time in order to
include dynamic effects, the method is often referred to as real-time hybrid testing (RTHT) or real-
time hybrid simulation.

The principle of the method consists of partitioning a test structure into two parts. One is a
physical part of the structure that is considered to be a black box displaying complicated or unknown
structural behavior. This substructure, therefore, has to be tested in a physical test setup. The other
part is well understood, and its structural response can be determined by analytical means. Thus,
this substructure does not have to be tested in a physical test setup, but can instead be modeled
numerically, and its response can be determined by time integration techniques.

During the hybrid test, a high frequent iteration loop exchanges data between the numerical and
physical substructures. The displacement response of the numerical substructure found from time
integration is imposed onto the physical substructure at the common interface of the substructures
through servo-hydraulic actuators at a finite number of points. The force response from the physical
substructure due to the imposed displacements is then measured by the actuators, and sent to the
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†PhD Student
‡Associate Professor

Copyright c© 2010 John Wiley & Sons, Ltd.
Prepared using nmeauth.cls [Version: 2010/05/13 v3.00]



2 S. ANDERSEN AND P. N. POULSEN

numerical model ending the loop. The following loop is then initiated including the measured force
response of the structure in the numerical simulation. Together, the experimental substructure(s), the
numerical substructure(s), the integration algorithm and the servo-hydraulic actuators, are integrated
through an IT control system to form the RTHT system. For further details about the principle of
hybrid testing see for example [2, 3].

One crucial aspect for RTHT to be successful is that the time integration is robust, accurate
and fast in order to ensure real-time execution. However, when nonlinear behavior is included,
the real-time execution requirement significantly limits the size of the numerical substructures. A
large part of the computational time in nonlinear analysis is spent on evaluating the internal nodal
restoring forces element-by-element, followed by assembling the global set of equations before
conducting each time step. By increasing the size of the numerical models, the assembling time is
obviously increased as well. Simultaneously, increasing the model size and complexity introduces
higher frequencies, which calls for smaller time steps in the integration schemes in order to maintain
stability and accuracy. This again increases the computational time as the assembling frequency of
the internal nodal forces is increased.

Researchers in the RTHT context have considered both implicit and explicit algorithms, and
combinations of these, see for example [4–10]. In [10] a number of implicit and explicit integration
schemes are evaluated in a RTHT setup with nonlinear finite element substructures. The study
concludes that explicit schemes are preferable as these do not require equilibrium iterations, making
them less time-consuming than implicit algorithms. However, the downside of explicit schemes
is that smaller time steps are required to maintain stability of the system compared with implicit
schemes. Yet, the capacity with respect to degrees of freedom (dofs) in the study in [10] is very
modest with an upper limit of around 50 dofs. The largest number of dofs applied in a RTHT with a
nonlinear numerical substructure found by the present authors is 134, see [11]. In many cases, this
can be considered as a modest model size.

One way to lessen the computational time of nonlinear systems is to reduce the number of dofs
in the models. This is also referred to as a reduced order model. This can be done by projecting
the discretized nonlinear equations of motion onto a subspace represented by a reduced basis. The
concept is well known from linear theory, and provides a simple way to reduce the number of dofs
and at the same time cuts off some of the higher frequency content in the model not representing
real physics. The first use of the concept to kinematic nonlinear structural systems can be dated back
to the work of Horri [12], and later to that of Nickell [13]. In both cases, eigenvectors constituted
the basis.

Projection-based methods have been applied in a RTHT context. The authors of [14] use a basis
consisting of linear normal modes, and plastic deformation modes found from static considerations,
to reduce a 50 dof material nonlinear numerical substructure and to perform the simulations in real
time. However, the plastic modes possessed high frequencies, which had to be decreased artificially
by including additional inertia in order to be able to perform real-time simulations.

Since the work with projection-based reduction of kinematic nonlinear equations presented in
[12,13], a variety of different bases have been developed, and applied in the nonlinear context. [15]
presents an overview and evaluation of the most commonly used bases applied for kinematic
nonlinear structures considering robustness and accuracy. Among these are bases consisting of
Ritz vectors [16], and vectors based on the proper orthogonal decomposition method and modal
derivatives, [17] to mention a few.

In the present article, to simulate kinematic nonlinear systems, is applied a set of eigenvector
modes fulfilling the linearized eigenvalue problem and their modal derivatives. So far, the
modal derivatives have been determined as the solution of the linearized eigenvalue problem in
differentiated form introduced by Idelsohn & Cardona, see [17,18]. However, by default this system
of equations contains a singular matrix, and the modal derivatives cannot be solved directly. The
most common approach to circumvent this problem has been to neglect the inertia of the system,
leading to a sought of static modal derivative, see for example [17, 19–21]. The authors of [22]
suggest a numerical approach by evaluating the modal derivative as the difference between two
tangent modes at two equilibrium stages separated by a small displacement increment. Furthermore,

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
Prepared using nmeauth.cls DOI: 10.1002/nme



A DEMONSTRATION OF THE INT. J. NUMER. METH. ENGNG CLASS FILE 3

[17, 22] discuss the possibility of counteracting the singularity by predefining a component in the
modal derivatives to a value free of choice, and determine the remaining components through a
reduced set of equations. The authors of [18] assume a linear expression for the acceleration. They
insert this into the equations of motion, and differentiating these leads to a recurrence relationship
on static form, from which the modal derivatives can be determined. However, all of the mentioned
approaches lead to approximate solutions. In the present work, the singularity problem is solved by
introducing an additional condition using the Lagrange multiplier method. This allows the modal
derivatives to be determined without introducing any approximations.

More importantly it should be stressed that the equations introduced by Idelsohn & Cardona,
see [17,18], are based on a linearized set of equations. This means that the equations can only serve
as a set of approximated governing equations for the modal derivatives. In the following discussion,
the modal derivatives determined from this system of equations are referred to as the approximate
modal derivatives.

In the present work, is derived a set of equations representing the complete system of equations
governing the modal derivatives. This is done by introducing a Taylor series into the free
undamped kinematic nonlinear equations of motion, and putting forward the argument that all the
generated coefficients in the system should be zero. Each coefficient represents a governing set
of equations. The zero order proportional coefficients represent the equations of motion; the first
order proportional coefficients represent the eigenvalue problem; and the second order proportional
coefficients represent the system of equations governing the modal derivatives. In the following
discussion, the modal derivatives determined from these equations are referred to as the complete
modal derivatives’. The complete set of governing equations derived is nonsingular and the modal
derivatives can easily be determined without having to introduce a number of approximations.
Furthermore, in contrast to the former applied approximate modal derivatives, the complete modal
derivatives are consistent with the Taylor series.

When introducing a basis into the nonlinear equations of motion, the projection-based
reformulation technique presented by Nash [23] can be applied to further reduce the computational
time. The concept consists of introducing a reduced basis into the global equations of motion,
and then reformulating the internal nonlinear stiffness as a sum of constant equivalent stiffness
coefficients multiplied by reduced co-ordinates up to a quadratic order. By simple manipulation the
internal restoring forces can be expressed as a sum of constant equivalent force vectors multiplied by
reduced co-ordinates up to a cubic order. With this global formulation, the time consuming assembly
of the internal nodal restoring forces between each time step can be heavily reduced compared with
the usual element-by-element assembling approach.

Because of its computational saving, the reformulation technique introduced by Nash [23] has
been applied by several researchers; see for example [24–27]. However, there are many ways to
determine the coefficients. In [21, 23, 24] the coefficients are identified by directly manipulating
the nonlinear finite element formulation. The coefficients can alternatively be found from static
solutions by indirect identification [26–28], or from experimental data [25].

The authors of [21] use the reformulation technique of [23] to perform real-time simulations
in a graphical context. They record impressive simulation times. However, they do not enter into
discussion or present detailed information on how large models can be simulated in real time with
the given formulation. The present work will investigate this.

In the following section, is presented the derivation of the novel set of equations representing the
complete set of equations governing the modal derivatives. Next, is presented the differentiated
eigenvalue problem with an additional condition introduced through the Lagrange multiplier
method. Then, in section three, is presented the RBF method. Finally, in section four, is given
an example considering a kinematic nonlinear cable exposed to harmonic loading. The example
is used to exemplify and evaluate the real-time potential of the RBF method. Furthermore, the
example demonstrates that only the co-ordinates of the complete modal derivatives are consistent
with the prediction of the Taylor series. It should be stressed that the RBF method is only applicable
for kinematic nonlinear systems, and not material nonlinear systems, since the effects of stiffness
change due to cracking or plasticity are not included.

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
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4 S. ANDERSEN AND P. N. POULSEN

2. REDUCED BASIS AND MODAL DERIVATIVES

In the following section, is presented the concept of projecting the nonlinear equations of motion
onto a reduced basis. Next, is derived a complete system of equations governing the modal
derivatives by introducing a Taylor series into the free undamped equations of motion. Finally, is
considered the linearized eigenvalue problem in differentiated form, and its singularity is removed
by introducing an innovative geometric restriction using the Lagrange multiplier method. To
exemplify the method with a practical example a plane beam element based on Euler-Bernoulli
theory is considered.

2.1. The Governing Equations of Motion

The starting point of the method is the governing equations of motion. Considering an Euler-
Bernoulli beam, the governing equations including the axial strain, ε, and the curvature, κ, are
given as in, see for example [29]:

ρ(x)
∂2w

∂t2
+

∂2

∂x2

(
EI(x)κ

)
= p(x) (1)

ρ(x)
∂2u

∂t2
− ∂

∂x

(
EA(x)ε

)
= q(x) (2)

where x is the local beam co-ordinate, w and u are respectively the transverse and the axial
deformation along the un-deformed beam axis, EI(x) is the bending stiffness, EA(x) is the axial
stiffness, ρ(x) is the density per unit length, t is the time, and p(x) and q(x) are the external load in
the transverse and axial directions of the beam, respectively. Assuming the Lagrange strain measures
to be valid the strains are given as

ε =
∂u

∂x
+

1

2

(
∂w

∂x

)2

, κ =
∂2w

∂x2
(3)

With the strain definitions in (3) the governing equations of motion in (1) and (2) are seen to couple.

2.2. The Kinematic Nonlinear Equations of Motion

By using the principle of virtual work, the governing equations can be organized in discretized
form. Using matrix notation, the global set of discretized kinematic nonlinear equations in physical
co-ordinates containing n dofs can be generalized as:

MV̈ + CV̇ + g(V) = F(t) (4)

where V is an n×1 vector representing the nodal displacement in global format, with the standard
notation (̇) = d()/dt. Furthermore, M and C are n×n mass and damping matrices, F(t) is an n×1
external load vector which is a function of time, and g(V) is an n×1 vector containing the internal
nodal restoring forces. Appendix B gives an example on the discretized equations of motion based
on the 2-dimensional Euler-Bernoulli beam element, including viscous damping.

For the present, only the internal restoring forces, g(V), are assumed to be nonlinear functions of
the nodal displacements due to the kinematic nonlinearities. Furthermore, it is assumed that g(V)
contributes a linear, a quadratic and a cubic polynomial in V. The general formula is:

g(V) = (K0 + K1(V) + K2(V,V))V (5)

where K0 is a constant stiffness matrix and K1(V) and K2(V,V) are matrices linear and quadratic
in the vector V, respectively. (5) will be used in section 3 in the presentation of the reduced basis
formulation.
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2.3. Projection of Nonlinear Equations of Motion

The number of dofs contained in the discretized equations of motion in (4) can be reduced by
projecting them onto a reduced subspace. This is done by introducing a relationship between the
physical and the reduced co-ordinates, for example of the form

V ≈ Φs =

N∑

i=1

ϕisi (6)

where Φ is a n×N matrix containing N base vectors, ϕi, arranged as columns. Furthermore s is
a N×1 vector containing the N reduced co-ordinates, si, i ε [1,N]. The number of reduced bases
required to obtain a good approximate solution is usually much smaller than the number of dofs,
that is, N� n. The size of the ratio N/n will however be dependent on the case considered. Typically,
the modes with a shape and frequency similar to the loading should be included to obtain a good
solution. Furthermore the modes representing the nonlinear effects are important. This is discussed
in more detail in the following section.

In the example presented in section 4, the matrix Φ contains the eigenvectors fulfilling the
linearized eigenvalue problem in equation (7), and their associated derivatives.

(KT − ω2
iM)ϕi = 0 (7)

In the following the modes constituted by the eigenvectors of equation (7) are referred to as the
linear modes, and their derivatives are referred to as the modal derivatives’.

Projecting the discretized equations in (4) onto the reduced subspace represented by (6), and
multiplying by ΦT on the left hand side, yields the general formulation for the projected nonlinear
equations of motion:

m̃s̈ + c̃ṡ + g̃(s) = f̃(t) (8)

where the following matrix definitions have been introduced

m̃ = ΦTMΦ , c̃ = ΦTCΦ , g̃(s) = ΦTg(Φs) , f̃(t) = ΦTF(t) (9)

2.4. Modal Derivatives

When choosing a reduced basis for the analysis of kinematic nonlinear structures, it is important to
take into consideration the effects from the nonlinear behavior. In the case of the Euler-Bernoulli
beam, it was demonstrated that the nonlinearity introduced a coupling between the transverse and
longitudinal deformations through the axial strain, see equation (3). Modes representing coupling-
activated deformations are, therefore, important. Not including these may lead to locking, and result
in a heavily increased stiffness of the system, affecting the accuracy of the results.

It can be a difficult task to evaluate which modes are required to represent the deformations
activated due to coupling effects. One approach is to include modal derivatives since these represent
the higher order effects of the system. This can be shown by first expanding the displacement field
V(s) as a Taylor series in the reduced co-ordinates sj

V(s) = V0 +

N∑

j=1

∂V0

∂sj
(sj − sj0) +

1

2

N∑

j=1

N∑

k=1

∂2V0

∂sj∂sk
(sj − sj0)(sk − sk0) + ... (10)

By inserting the basis in (6) into (10), the displacement derivatives can be written in the form:

∂V

∂sj
=

∂

∂sj

(
N∑

i=1

ϕisi

)
=

N∑

i=1

∂ϕi
∂sj

si +ϕj (11)

∂2V

∂sj∂sk
=

∂

∂sk

(
∂V

∂sj

)
=

N∑

i=1

∂2ϕi
∂sjsk

si +
∂ϕk
∂sj

+
∂ϕj
∂sk

(12)

From (11) and (12), the displacement derivatives are seen to include the linear modes and their
modal derivatives up to the second order.
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2.5. Governing Equations Based on Taylor Series

The following presents a novel set of equations representing the complete system of equations
governing the modal derivatives in (11) and (12). Only the main steps are presented here. Readers
who are interested in the full details are referred to Appendix A.

The starting point of the approach is to consider the free undamped kinematic nonlinear equations
of motion:

MV̈ + g(V) = 0 (13)

A higher order displacement field is chosen to be introduced into (13). In the given case, the
Taylor series in (10) is taken as the natural choice, including the terms up to second order. The
acceleration is found by differentiating this twice with respect to time:

V̈(s) =

N∑

j=1

∂V0

∂sj
s̈j +

N∑

j=1

N∑

k=1

1

2

∂2V0

∂sj∂sk

[
s̈j(sk − sk0) + 2ṡj ṡk + (sj − sj0)s̈k

]
(14)

It is then assumed that the co-ordinates sj are given in the form

sj = Aje
iωj(sk)t (15)

with Aj denoting the amplitude. This is multiplied by the complex exponential function
dependent on the time, t, and the frequency ωj(sk). As the free and undamped system is considered
the amplitude is assumed to be constant. The frequency will, however, be a function of the
displacement field since kinematic nonlinearities are included. By considering the system of
equations at time t = 0, and by introducing the definition

sj = sj(t = 0) , ṡj = ṡj(t = 0) , s̈j = s̈j(t = 0) (16)

the velocity and acceleration can be evaluated from (15) as:

ṡj = iωj(sk)sj , s̈j = i2
∂ωj(sk)

∂t
sj − ω2

j (sk)sj (17)

By expanding the frequency ωj(sk), raised to the first and second powers respectively, into a
Taylor series, and by introducing (10), (14), (15) and (17) into (13), this can be expressed as a
polynomial in the co-ordinates sj of the form:

A +

N∑

j=1

Bjsj +

N∑

j=1

N∑

k=1

Cjksjsk + ... = 0 (18)

A, Bj and Cjk in (18) are vector coefficients. Since the co-ordinates sj can take on any value,
it can be argued that all of the vector coefficients should be zero in order for the equations
to be satisfied in all cases. Replacing each coefficient with zero, yields a set of governing
equations. The zero order proportional coefficients represent the equations of motion; the first
order proportional coefficients represent the eigenvalue problem and the second order proportional
coefficients represent the equations governing the modal derivatives.

In Appendix A, the second order proportional coefficients are derived using the Euler-Bernoulli
beam element that will be used in the example in section 4. These coefficients lead to a system of
equations governing the first and second order displacement fields ∂2V/(∂sj∂sk) and ∂V/∂sj of
the form:
[
KT (V0) +

(
Ejk − (ωj + ωk)2

)
M

]
1

2

∂2V0

∂sj∂sk
= −

[
CjkM +

∂KS(sk)

∂sk
+ ∂KA(sk)

]
∂V0

∂sj
(19)

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
Prepared using nmeauth.cls DOI: 10.1002/nme



A DEMONSTRATION OF THE INT. J. NUMER. METH. ENGNG CLASS FILE 7

where KT (V) is the tangent stiffness matrix, Ejk and Cjk are constants, ωj and ωk are the linear
frequencies belonging respectively to the linear modes numbers j and k, ∂KS(sk)/∂sj is the
differentiated secant stiffness, and ∂KA(sk) is an additional stiffness contribution.

Since ∂2V/(∂sj∂sk) and ∂V/∂sj both contain unknown modal derivatives of different orders,
as seen in (11)-(12), it is not by default possible to determine the modal derivatives from the system
of equations in (19). However, by inserting (11) and (12), and by considering the special case with
zero initial deformation, the equations in (19) can be simplified to:
[
KT0(0)− (ωj + ωk)2M

]
1

2

(
∂ϕk0

∂sj
+
∂ϕj0
∂sk

)
=

[
2
∂ωj0
∂sk

(ωj0 − ωk0)M− ∂KS0(0)

∂sk

]
ϕj0 (20)

As seen from (20), the modal derivatives only appear as a sum on the left hand side. These are
easily determined by inverting the matrix [KT0(0)− (ωj + ωk)2M], consisting of the difference
between the tangent stiffness and the mass matrix multiplied by the squared sum of the linear natural
frequencies. The right hand side consists of the mass matrix multiplied by the difference between
two times the linear frequencies of modes j and k, and multiplied by the natural frequency of mode
j differentiated with respect to the co-ordinate sk. The differentiated secant stiffness is subtracted
from this, before multiplying by the j-th linear mode.

2.6. Determination of Differentiated Frequency

The differentiated natural frequency on the right hand side of (20) is an unknown quantity. The
symmetry of the governing equations can be used to determine this. It is obvious that the left hand
side of (20) is symmetric with respect to the subindeces j and k. In order for the equations to be
consistent, this requires the right hand side also to be symmetric with respect to these indeces. It is
therefore valid that:

[
2
∂ωj0
∂sk

(ωj0 − ωk0)M− ∂KS0

∂sk

]
ϕj0 =

[
2
∂ωk0

∂sj
(ωk0 − ωj0)M− ∂KS0

∂sj

]
ϕk0 (21)

Multiplying (21) through by ϕTj0 and introducing the orthogonality relationship known from linear
theory:

ϕTj0Mϕk0 = 0 (22)

which is valid when ωj 6= ωk, and the following relation is found:

2
∂ωj0
∂sk

(ωj0 − ωk0) =
1

mj

(
∂kS0j

∂sk
−ϕTj

∂KS0

∂sj
ϕk

)
(23)

where

mj = ϕTj0Mϕj0 ,
∂kS0j

∂sk
= ϕTj0

∂Ks0j

∂sk
ϕj0 (24)

Inserting (23) into (21) one arrives at the formula
[
KT0(0)− (ωj0 + ωk0)2M

]
1

2

(
∂ϕk0

∂sj
+
∂ϕj0
∂sk

)
=

[
1

mj

(
∂kS0j

∂sk
−ϕTj

∂KS0

∂sj
ϕk

)
M− ∂KS0(0)

∂sk

]
ϕj0

(25)

The system of equations (25) represents the final expression for the equations governing the modal
derivatives.

2.7. The Differentiated Eigenvalue Problem

The complete modal derivatives determined from (25) are compared with the approximate modal
derivatives. The latter are determined from the linearized eigenvalue problem in differentiated form
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8 S. ANDERSEN AND P. N. POULSEN

introduced by Idelsohn & Cardona, see [17, 18]. The starting point is the linearized eigenvalue
problem

(
KT (V)− ω2

iM
)
ϕi = 0 (26)

If the modal derivative of mode ϕi with respect to the reduced co-ordinate sj is required the
eigenvalue problem in (26) is differentiated with respect to sj . This leads to the system of first
order differential equations:

(
KT (V)− ω2

iM
) ∂ϕi
∂sj

=

(
∂ω2

i

∂sj
M− ∂KT (V)

∂sj

)
ϕi (27)

The desired modal derivative is seen to appear on the left hand side, multiplied by the matrix
appearing in the eigenvalue problem in (26). The right hand side of (27) consists of a matrix, which
is the difference between the product of the squared natural frequency and the mass matrix, and the
tangent stiffness in differentiated form. This matrix is multiplied by the linear mode.

As the matrix on the left hand side of (27) appears in the eigenvalue problem the system of
equations is by default singular. Thus, it is not possible to invert the matrix and determine the higher
order mode from this system of equations. However, by introducing a geometric restriction on the
modal derivatives it is possible to eliminate the singularity.

2.8. Geometric Restriction on Modal Derivatives

The full solution to the modal derivative in (27) is given as a sum of the homogeneous solution and
its particular solution

∂ϕi
∂sj

=

{
∂ϕi
∂sj

}

Hom

+

{
∂ϕi
∂sj

}

Part

(28)

As the homogeneous system of equations (27) corresponds to the eigenvalue problem in (26), the
homogeneous solution must be of the form

{
∂ϕi
∂sj

}

Hom

= βϕi (29)

where β is a scalar free of choice.
A restriction could be to anticipate that the homogenous and the particular solutions might be

orthogonal, that is, their scalar product is zero. An argument in support of this is that, if the particular
solution includes information already present in the homogenous solution, this information would
be redundant, and vice versa. Thus, a geometric restriction can be expressed as:

{
∂ϕi
∂sj

}T

Hom

{
∂ϕi
∂sj

}

Part

= 0 (30)

Assuming the particular mode to have a frequency different from the homogenous mode, the mass
and stiffness orthogonality conditions also apply

ϕTi KT (V)

{
∂ϕi
∂sj

}

Part

= ϕTi M

{
∂ϕi
∂sj

}

Part

= 0 (31)

Considering the system of equations in (27) to be derived from a minimization condition with
the modal derivative as the variable parameter, the Lagrange multiplier method can be applied to
introduce a geometric condition, see for example [30]. Introducing the condition presented in (30),
together with (29) into (27), leads to the following system of equations:

[(
KT (V)− ω2

iM
)
ϕi

ϕTi 0

]{{∂ϕi

∂sj

}
Part

λ

}
=

{(
∂ω2

i

∂sj
M− ∂KT (V)

∂sj

)
ϕi

0

}
(32)
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with λ being the Lagrange multiplier, which is an additional unknown introduced. In the present
case, this is a scalar. This matrix system is nonsingular.

It should be stressed that, due to the introduction of the geometric condition into (30), the modal
derivative in (32) only represents the particular solution. To obtain the full modal derivative, this can
be added to the homogenous solution in (29).

2.9. The Differentiated Natural Frequency

An expression is determined for the differentiated natural frequency in (32). For this it is assumed
that the eigenvalues ω2

i have geometric multiplicity of one. For a further generalisation to the cases
with geometric and algebraic multiplicity higher than one, the reader is referred to [22]. Thus, in the
present case the matrix (K− ω2

iM) is assumed to be singular with a rank of N-1. This implies that
the right hand side of (27) has to fulfill one condition in order for a solution ∂ϕi/∂sj to exist. This
condition is found by multiplying equation (27) by ϕTi , and inserting (28) and (29). This yields:

ϕTi
(
KT (V)− ω2

iM
)(

βϕi +

{
∂ϕi
∂sj

}

Part

)
= ϕTi

(
∂ω2

i

∂sj
M− ∂KT (V)

∂sj

)
ϕi (33)

Inserting the eigenvalue problem (26) and the orthogonality conditions (31) into (33), the left
hand side becomes zero, and an expression for the natural frequency in differentiated form can then
be found as:

∂ω2
i

∂sj
= m−1

i

∂kTi
∂sj

(34)

where the following definitions have been introduced

mi = ϕTi Mϕi ,
∂kTi
∂sj

= ϕTi
∂KT (V)

∂sj
ϕi (35)

Inserting (34) into (32), the system of equations governing the partial modal derivatives is written
as

[(
KT (V)− ω2

iM
)
ϕi

ϕTi 0

]{{∂ϕi

∂sj

}
Part

λ

}
=

{(
m−1
i

∂kTi

∂sj
M− ∂KT (V)

∂sj

)
ϕi

0

}
(36)

Several significant differences can be observed when (36) is compared with (25). First of all, it
is the tangent stiffness that appears on the right hand side of the approximate equations in (36),
whereas the secant stiffness appears in the complete set of equations (25). Furthermore, on the left
hand side of (36), only a single mode appears, whereas in (25) the modal derivatives appear as a
sum of modes, and the corresponding linear natural frequencies appear as a squared sum.

3. THE REDUCED BASIS FORMULATION

The following section presents the concept behind inserting a reduced basis into the internal
restoring forces, and manipulating these into a cubic polynomial in the reduced co-ordinates. The
concept is based on the works of Nash, Shi & Mei and Slaats et al. [22–24] and the formulation is
referred to as the reduced basis formulation (RBF).

3.1. The Equivalent Force Vector Coefficients

The internal restoring forces present in the projected equations of motion in (8) are expressed as a
cubic polynomial in the reduced co-ordinates. Complying with equation (5), the projected internal
restoring forces contain the three projected stiffness matrices presented in (37):

ΦTK0Φ = K̃0 , ΦTK1(Φs)Φ =

N∑

i=1

K̃1,isi , ΦTK2(Φs,Φs)Φ =

N∑

i=1

N∑

j=1

K̃2,ijsisj (37)
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As shown, the matrices K1(V) and K2(V,V) on projected form can be expressed as a sum of
coefficients multiplied by the scalars si. The matrices K̃0, K̃1,i and K̃2,ij denote the equivalent
stiffness matrix coefficients and are constant. With the above introduced definitions, the internal
restoring forces after projection are given by the expression:

g̃(s) =

(
K̃0 +

N∑

i=1

K̃1,isi +

N∑

i=1

N∑

j=1

K̃2,ijsisj

)
s (38)

In order to express g̃(s) as a sum of equivalent force vectors is introduced the following vector s

s =

N∑

k=1

iksk , ik =
[
δ1k, δ2k, ... δNk

]T
(39)

with δij denoting the Kronecker delta. This allows the internal restoring forces to be written in cubic
form with respect to the reduced co-ordinates:

g̃(s) =

N∑

i=1

q̃1,isi +

N∑

i=1

N∑

j=1

q̃2,ijsisj +

N∑

i=1

N∑

j=1

N∑

k=1

q̃3,ijksisjsk (40)

with the constant equivalent force vector coefficients defined by:

q̃1,i = K̃0ii, q̃2,ij = K̃1,iij , q̃3,ijk = K̃2,ijik (41)

Equation (40) is referred to as the RBF. It is very convenient since it allows all the equivalent
force vector coefficients to be arranged before starting the time integration. Thus, the usual time-
consuming evaluation of the internal restoring force contribution performed element-by-element for
every time step is replaced by a simple summation where only the reduced co-ordinates vary. As will
be illustrated in the example in section 4 the equation (40) makes it possible to perform real-time
simulations on a standard personal computer (PC).

An important aspect regarding the evaluation of the internal restoring forces in real-time is that the
matrices q̃1i, q̃2,ij and q̃3,ijk do not exceed the memory capacity. However, for the size of systems
considered in the given article, this is not seen to be an issue. For the largest model presented in
section 4.8 that contains 78 modes, these matrices only use approximately 50 MB in total.

3.2. Reduction of Quadratic and Cubic Summations

The number of summation terms in (40) can be reduced further by taking advantage of the symmetry
of the products between the reduced co-ordinates. The symmetry implies that:

sisj = sjsi (42)
sisjsk = sisksj = sjsisk = sjsksi = sksisj = sksjsi (43)

and allows for the quadratic and cubic summations in (40) to be written as the expressions on the
right hand sides of (44) and (45):

N∑

i=1

N∑

j=1

q̃2,ijsisj =

N∑

i=1

i∑

j=1

q̃∗2,ijsisj (44)

N∑

i=1

N∑

j=1

N∑

k=1

q̃3,ijksisjsk =

N∑

i=1

i∑

j=1

j∑

k=1

q̃∗3,ijksisjsk (45)

The interior summation indeces on the right hand side now run from 1 to the value of the exterior
neighbor index. The outermost index still runs from 1 to N. The equivalent force vector coefficients
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on the right hand sides of (44) and (45) are defined by:

q̃∗2,ij = q̃2,ij + (1− δij)q̃2,ji (46)

q̃∗3,ijk = q̃3,ijk + (q̃3,jki+q̃3,kij)(1− δijδjk) + (q̃3,ikj + q̃3,kji + q̃3,jik)(1− δij)(1− δjk) (47)

Introducing (44) and (45) into the projected restoring forces in (40), these are reduced to

g̃(s) =

N∑

i=1

q̃1,isi +

N∑

i=1

i∑

j=1

q̃∗2,ijsisj +

N∑

i=1

i∑

j=1

j∑

k=1

q̃∗3,ijksisjsk (48)

The number of terms, Tx, in the first, second and third order summation expressions, respectively,
in (48) are given by the formula:

Tx(N) =

x−1∏

i=0

N + i

1 + i
(49)

where x denotes the order of the summation expression. Thus, the total number of summations in
(48) equates to:

T3 =

3∑

x=1

Tx(N) =
11

6
N +N2 +

1

6
N3 (50)

The number of terms in (50) should be compared with the N+N2+N3 terms present in (40). Thus,
when the product symmetry is utilized, there is a drastic reduction in the number of terms as N
increases.

4. ILLUSTRATIVE EXAMPLE - SIMPLE SUPPORTED CABLE

This section considers the example of a simple supported cable modeled with plane beam elements,
with two nodes exposed to a transverse harmonic line load. The purpose of the example is to
compare the solutions obtained using the complete modal derivatives and the approximate modal
derivatives. Furthermore, it is used to consider the real-time simulation potential of the RBF
presented in section 3.

Firstly, is presented the beam element formulation. From this is established an example based
on the equivalent force vectors in (41), and the differentiated secant stiffness and tangent stiffness
present in (27) and (36), respectively. This is followed by a description of the cable example under
consideration, including geometries, stiffness parameters, and loading. Next is considered a short
description of the model parameters, covering mesh and integration scheme details. Finally, is
presented an analysis of the results and a discussion focusing on the accuracy and the computational
time.

4.1. Finite Element Formulation for Plane Beam Element

The plane beam element shown in Figure 1 is used to model a simple supported cable. The element

l

v1x v2xv1y v2y

θ1 θ2

Figure 1. Plane beam element.

has two nodes, each with two translational dofs, vix and viy, and one rotational dof, θi, i ε {1,2}. It

Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
Prepared using nmeauth.cls DOI: 10.1002/nme



12 S. ANDERSEN AND P. N. POULSEN

spans the domain Ωel of length l. Shape functions of second order are used to describe the bending
deformation and shape functions of the first order are used to describe the axial deformation.

The generalized stresses consist of the normal force, N, and the moment, M. The work conjugate
strains are the axial strain, ε, and the curvature, κ. To include kinematic nonlinear effects, is used
the Lagrange strain measure introduced in equation (3). The stresses and strains are collected in the
vectors σ and ε, using the notation ()′ = ∂()/∂x:

σ =

{
N
M

}
, ε =

{
ε
κ

}
=

{
u′ + 1

2 (w′)2

w′′

}
(51)

Through the concept of virtual work, the element local equations of motion can now be derived.
However, details of this are not presented here, but can be found in Appendix B. The introduced
strain and stress definitions lead to the element local’s internal restoring forces, of the form

gel(vel) =

∫

Ωel

(
BTDB +

EA

2

(
BT
ε vTG + 2GvBε + GvvTG

))

el

vel dΩel (52)

where B and Bε are strain interpolation matrices, D is a material stiffness matrix, v is the dof
vector, and G is a symmetric matrix representing a mixed product of the element displacement field
in differentiated form. The matrices B and Bε stem from the linear strain measures u′ and w′′ in
(51), and G from the nonlinear term 1

2 (w′)2.
To transform the element contribution into global form, is introduced a transformation matrix,

L̃el, that relates the element local dof vector vel and the global dof vector V:

vel = L̃elV = Ṽel (53)

The global internal restoring forces are found by introducing (53) into the internal restoring forces
in (52), and summing over the total number of elements (nel):

g(V) =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB +

EA

2

(
BT
ε ṼTG + 2GṼBε

)
+
EA

2
GṼṼTG

)

el

L̃elV dΩel

(54)

By identifying the following matrices from (54):

K0 =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB

)
el

L̃el dΩel (55)

K1(V) =

nel∑

el=1

L̃Tel

∫

Ω

EA

2

(
BT
ε ṼTG + 2GṼBε

)
el

L̃el dΩel (56)

K2(V,V) =

nel∑

el=1

L̃Tel

∫

Ωel

EA

2

(
GṼṼTG

)
el

L̃el dΩel (57)

it is recognized that (54) is of the form presented in (5).

4.2. Equivalent Force Vectors

The equivalent force vectors defined in (41) can now be identified for the considered plane beam
element. This is done in two steps. Firstly, the stiffness matrices in (55) to (57) are transformed
into the reduced co-ordinate system defined in (6), as was done in (37). Then the projected stiffness
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matrix coefficients are multiplied by ik, and the equivalent force vectors are identified as:

q̃1,i = ΦT
nel∑

el=1

∫

Ωel

L̃Tel
(
BTDB

)
el

L̃el dΩelΦii (58)

q̃2,ij = ΦT
nel∑

el=1

L̃Tel

∫

Ωel

(
EA

2

(
BT
ε ϕ

T
i L̃

T
G + 2GL̃ϕiB

))

el

L̃el dΩelΦij (59)

q̃3,ijk = ΦT
nel∑

el=1

L̃Tel

∫

Ωel

(
EA

2
GL̃ϕiϕ

T
j L̃

T
G

)

el

L̃el dΩelΦik (60)

When evaluating the internal restoring forces in (48) in the MATLAB simulations, is applied the
following matrix format:

g̃(s) = Q1s + Q2sq + Q3sc (61)

with the matrix definitions:

Q1 =
[
q̃1,1 q̃1,2 ... q̃1,N

]
(62)

Q2 =
[
q̃∗2,11 q̃∗2,21 q̃∗2,22 q̃∗2,31 ... q̃∗2,NN

]
(63)

Q3 =
[
q̃∗3,111 q̃∗3,211 q̃∗3,221 q̃∗3,222 q̃∗3,311 ... q̃∗3,NNN

]
(64)

and the vector definitions

sq =
[
s1s1 s2s1 s2s2 s3s1 ... sNsN

]T
(65)

sc =
[
s1s1s1 s2s1s1 s2s2s1 s2s2s2 s3s1s1 ... sNsNsN

]T
(66)

Evaluation of the internal restoring forces in (61) involves O
(
N4
)

operations. Furthermore the
generation of the vectors sq and sc involve O(N2) and O(N3) operations, respectively.

4.3. Differentiated Secant Stiffness Matrix

Equations (25) and (36) require the secant and tangent stiffness matrices, differentiated with respect
to the reduced co-ordinate, sj . From (54), the global secant stiffness can be identified as:

Ks(V) =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB +

EA

2

(
BT
ε ṼTG + 2GṼBε + GṼṼTG

))

el

L̃el dΩel (67)

and the tangent stiffness is given by, see Appendix B equation (124):

KT (V) =

nel∑

el=1

∫

Ωel

L̃Tel

(
BTDB+

EA

(
BT
ε ṼTG + GṼBε + GṼṼTG + BεṼG +

1

2
ṼTGṼG

))

el

L̃el dΩel (68)

According to (6), V is a function of si. Thus, when differentiating (67) with respect to sj , only
the vectors, V, are considered to be variables. Therefore, the secant stiffness in (67) in differentiated
form becomes:

∂Ks(s)

∂sj
=

nel∑

el=1

L̃Tel

∫

Ωel

EA

2

(
BT
ε

∂Ṽ

∂sj

T

G + 2G
∂Ṽ

∂sj
Bε + G

(
∂Ṽ

∂sj
ṼT + Ṽ

∂Ṽ

∂sj

T
)

G

)

el

L̃el dΩel

(69)
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14 S. ANDERSEN AND P. N. POULSEN

and the tangent stiffness in (68) when differentiated becomes

∂KT (s)

∂sj
=

nel∑

el=1

L̃Tel

∫

Ωel

EA

(
BT
ε

∂Ṽ

∂sj

T

G + G
∂Ṽ

∂sj
Bε + G

(
∂Ṽ

∂sj
ṼT + Ṽ

∂Ṽ

∂sj

T
)

G+

Bε
∂Ṽ

∂sj
G + ṼTG

∂Ṽ

∂sj
G

)

el

L̃el dΩel (70)

where the symmetry of G has been utilized.

4.4. Cable Geometry and Loading

Next, is considered a simple supported cable of length l exposed to a transverse uniform load p(t)
along half of its length, see Figure 2.

l
2

l
2

p(t)

D, EA, EI, ρ

Figure 2. Simple supported cable.

The cable has a diameter, D, Young’s modulus, E, cross-sectional area, A, second moment of
area, I, and a density, ρ. The load, p(t), consists of two harmonic load contributions in phase with
the first and second natural bending frequencies ω1 and ω2, respectively. The formula for p(t) is:

p(t) = F1sin(ω1t) + F2sin(ω2t) (71)

where F1 and F2 denote the load amplitudes. Table I presents the applied cable and load parameters.
To enhance the kinematic nonlinearities, the bending stiffness is set to be very small compared

with the axial stiffness.

4.5. Time integration

To perform the analysis of the cable, is used the implicit Newmark integration method and the
explicit central difference method (CDM). The algorithms are implemented into a local MATLAB-
based finite element method (FEM) program. In this regard, it should be stressed that the code
cannot be considered fully optimized. Therefore, it is expected that, if the code is optimized and
implemented in a faster programming language, the simulation times of both the full and reduced
FEM models presented in the following can be further decreased.

To ensure the algorithms are implemented correctly in MATLAB, an ABAQUS model is made for
comparison. In this context, in order to interpolate both the transverse and longitudinal displacement
fields, is used a three-dimensional element, denoted by B31, with two nodes and linear shape
functions.

To perform real-time simulations the RBF is integrated into the CDM scheme. The reason for
using an explicit scheme to perform the real-time simulations is based on the recommendation
from [10], as was also discussed in the introduction.

In Table II is presented the algorithm parameters used. ∆t refers to the time step magnitude and is
listed as an interval covering all the conducted simulations presented in the following. The weighting
parameters required when applying the Newmark time integration method are denoted γ and β. The
values chosen correspond to the average acceleration case in linear problems, with unconditional
stability with respect to time-step magnitude, see for example [31]. The nel used to model the cable
is also given as an interval of 20 to 30 elements. The solution converged for 20 elements in the
MATLAB code. However, the nel had to be increased in the real-time analysis in order to increase
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the number of modes, and to find the real-time limit with respect to the number of modes. With four
boundary restrictions and three dofs at each node the number of modes are increased from 59 to 89
going from 20 to 30 elements.

According to [2,3,32,33], in the RTHT context, the range for the time step magnitude, ∆t, is often
between 10−2 and 10−3 seconds. Thus, the given time step interval applied should be representative
of the RTHT context. It should however be stressed that the required time step magnitude will be
dependent on the structure considered.

4.6. Implementation Check and Case Validation

The implementation of the different algorithms is checked to start with. Furthermore it is
investigated whether the cable example displays sufficient nonlinear behavior to be considered as a
relevant case study for kinematic nonlinearities.

In Figure 3 are plotted the linear and nonlinear transverse deformation of the cable midpoint, vm,
considering a 10-second interval, using respectively the linear Newmark (LN), nonlinear Newmark
(NN), linear CDM (LC) and nonlinear CDM (NC) schemes. Furthermore are plotted a linear
ABAQUS (LA) and nonlinear ABAQUS (NA) solution.

0 2 4 6 8 10
-0.15

-0.1

-0.05

0

0.05

0.1

0.15

LN
LC
LA
NN
NC
NA

vm [m]

t [s]

Figure 3. Transverse deformation of beam midpoint from linear Newmark (LN), linear CDM (LC), linear
ABAQUS (LA), nonlinear Newmark (NN), nonlinear CDM (NC) and nonlinear ABAQUS (NA) solutions

for a time step magnitude ∆t=10−4 sec..

The responses represent the full solution in the converged state with respect to both time step
magnitude (∆t =10−4 s), iteration residual and the number of elements. To converge, the MATLAB
models required 20 elements, and the ABAQUS models required 30. This is assumed to be due to
different element formulations.

From the graph it can be seen that all of the linear solutions are identical. The same is true for all
of the nonlinear solutions. This confirms the implementation to be correct. In the nonlinear case, the
amplitude is seen to be more or less bounded; whereas, in the linear case the amplitude continues to
increase during the entire time interval considered. The significantly different behavior in the linear
and the nonlinear cases verifies that the structure is a relevant case study for kinematic nonlinearities.
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16 S. ANDERSEN AND P. N. POULSEN

4.7. ROM-Based Beam Response

In the following, the solutions obtained using the complete modal derivatives and the approximate
modal derivatives are considered and compared. Figure 4 shows the nonlinear case using the RBF
with a different number of linear modes and their modal derivatives determined from equation (25).
Figure 4(a) shows the full 10-seconds time interval, and Figure 4(b) shows a close-up of the section
of the graph marked by the box in Figure 4(a).

0 2 4 6 8 10
-3

-2

-1

0

1

2

3

(a)

NC
CR2
CRD2
CRD3

vm [cm]

t [s]

4.8 5 5.2 5.4 5.6 5.8
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

(b)

NC
CR2
CRD2
CRD3

vm [cm]

t [s]

Figure 4. Transverse deformation of beam midpoint with nonlinear CDM (NC) and nonlinear CDM
integration schemes with modal derivatives (CRD) and without (CR) considering (a) the full 10 seconds

interval and (b) a close up.

The CR2-curve represents the response obtained using only the first and second linear bending
modes. The CRD2-curve and CRD3-curve represent the responses including respectively the first
two and first three linear bending modes and their associated modal derivatives. The definition of
the associated modal derivatives are those comprising all the possible combinations of ∂ϕi/∂sj for
i,j ε [1,N] with N being the number of linear modes applied.

From the plots shown in Figure 4, it can be observed that the CR2-curve is significantly different
from the others. The amplitude is within the same range as the other solutions, but the response
frequency and shape are different. The response is greatly improved by adding the associated modal
derivatives. This can be observed by considering the CRD2-curve, which is almost identical to that
of Newmark solution, except for small deviations close to the local maxima and local minima, as
seen in Figure 4(b). By including the third linear mode and the associated modal derivatives, the
response (CRD3) becomes almost fully identical to the NC solution.

The CRD3 response was executed with a time step of magnitude ∆t = 3 · 10−4 s, so as to
maintain precision and stability. This is three times the time step applied for the full NC solution
response plotted in Figure 3. Increasing the time step is possible because some of the high frequency
content is filtered out when projecting the equations of motion onto the reduced basis applied.
Furthermore, the simulation time spent on the CRD3 curve was 0.8 s. This is more than 100 times
faster than the NC simulation which lasted for 129 s.

In the given case, the approximate modal derivatives are identical with the complete modal
derivatives with respect to shape, but have a different amplitude. Thus, with the approximate modal
derivatives applied to generate the solution curves in Figure 4, is found identical deformation
responses. However, for more complex structures, it is expected that the shape will also differ
between the complete modal derivatives and the approximate modal derivatives, leading to different
responses. In the given case it is also found that only the complete modal derivatives fulfill the
relationship between the co-ordinates of the linear modes and the modal derivatives predicted by
the Taylor series in equation (10).
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When three linear modes and their modal derivatives were applied to obtain the CRD3 curve, the
following approximation was used

V =
[
ϕ1 ϕ2 ϕ3

∂ϕ1

∂s1

(
∂ϕ1

∂s2
+ ∂ϕ2

∂s1

) (
∂ϕ1

∂s3
+ ∂ϕ3

∂s1

) (
∂ϕ2

∂s3
+ ∂ϕ3

∂s2

)
∂ϕ3

∂s3

]





s1

s2

s3

s4

s5

s6

s7

s8





(72)

with a matrix containing the three linear modes in the first three places and the modal derivatives in
the final places. These were multiplied by a vector containing eight independent co-ordinates, si, i ε
[1,8].

It should be stressed that the modal derivative ∂ϕ2/∂s2 was left out of the basis when using both
(25) and (36) to determine the modal derivatives. The reason for this is that a Gauss elimination on
the matrix in (72), including ∂ϕ2/∂s2 in both cases, revealed the following linear relationship:

∂ϕ2

∂s2
=− 3

8

(
∂ϕ1

∂s3
+
∂ϕ3

∂s1

)
− 1

4

∂ϕ1

∂s1
(73)

Thus, in order to avoid singularities, the mode ∂ϕ2/∂s2 is not included in (72). By inserting
the relationship in (73) into the Taylor series in (10) for sk0 = 0, and by comparing this with the
expression in (72), predicts the following relationships between the co-ordinates of the linear modes
and the modal derivatives:

s4 = s2
1 −

1

4
s2

2 , s5 = s1s2 , s6 = s1s3 −
3

8
s2

2 , s7 = s2s3 , s8 = s2
3 (74)

The s4 relationship in (74) is plotted in Figure 5(a) for the case where the modal derivatives are
determined from the complete system of equations in (25). From the graph it is obvious that the two
curves are identical. The same relationship is plotted in Figure 5(b), but based on the solution with
the approximate modal derivatives. It can be seen from the graph that the relationship is not fulfilled
in the given case. The shapes of the two curves are almost identical, but a factor of two separates
them.
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Figure 5. Plot of the co-ordinates s4 and s2
1 − 1

4 s2
2 based on (a) the complete modal derivatives and (b) the

approximate modal derivatives.

The same pattern shown in Figure 5 is seen when the remaining relationships in (74) are plotted.
It can be concluded from these observations that the governing system of equations in (25) are seen
to fulfill the Taylor series, whereas the equations in (36) do not.
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4.8. Real-time Analysis Using The RBF

Next, is considered the real-time potential of the RBF with the internal restoring forces of the form
presented in equation (48). The simulations are executed on a PC with an Intel Core I7 3036QM
processer with 4 cores, 2.4 GHz and 8 GB RAM.

The real-time potential is considered as the maximum number of modes that can be included
in the RBF if the simulations should run in real time. The analysis is performed by considering
the harmonic loaded cable for different time-step magnitudes. In this regard it should be stressed
that the response errors have not been considered. Therefore, the results based on models applying
fewer elements and higher time steps than those shown in Figure 4, may include deviations in their
responses.

Three curves are plotted in Figure 6, representing the time spent on simulating the tsim = 10
second cable response time as a function of the sum of linear modes and modal derivatives, NT . The
time-step magnitudes considered are ∆t = 10−2 s, ∆t = 10−3 s and ∆t = 10−4 s, respectively.

0 10 20 30 40 50 60 70 80
0

2

4

6

8

10

12

14

t [s]

NT [-]

tsim

∆t = 10−4 s
∆t = 10−3 s ∆t = 10−2 s

Figure 6. Computational time spent on simulating tsim =10 seconds as function of the total number of
modes, NT , using the RBF for the step magnitudes ∆t = 10−4 s, ∆t = 10−3 s and ∆t = 10−2 s.

The horizontal dashed line represents the time of the simulation. Result points below this line
represent the simulations that can run in real time, whereas the result points above the line are those
that exceed the real-time limit.

From the plots it can be seen that the computational time is a nonlinear function of the total
number of modes, NT , in the basis. This is as expected since the evaluation of the restoring forces in
equation (61) and the organization of the reduced coordinates in equation (65) and (66) are nonlinear
functions of the number of modes. However, from the curve representing the smallest time-step, it
is evident that the curves start out following the graph of an approximate linear function of NT ,
and then follow the graph of a more nonlinear function from around NT ≈ 3, and values beyond.
This could be explained by the fact that the remaining operations in the time integration algorithm
dominate for small values of NT . Furthermore, as expected, the smaller the time-step is, the fewer
modes can be included before the real-time limit is exceeded. For the smallest time-step magnitude,
∆t=10−4 s, around 20 modes can be contained in the model when run in real time. Using a time-step
magnitude of ∆t=10−2 s, the number of modes is increased to about 76. When simulating the latter
curve the mass of the structure was increased in order to decrease the frequencies. Otherwise, the
simulations became unstable.

Again, it should be stressed that the simulations are executed on a standard PC. Furthermore, the
in-house MATLAB code is probably not optimized. Thus, it should be expected that the number of
dofs could be increased when implementing the method on faster devices, and optimizing the code.
Thus, with this in mind, it can be concluded that the method exhibits high real-time potential within
kinematic nonlinear structures.
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5. CONCLUSION

A method to reduce the computational time of kinematic nonlinear equations has been presented.
The first step of the method consists of introducing a reduced basis, including the modal derivatives,
into the nonlinear equations of motion, and thereby reduces the number of dofs. As an alternative
to determining a set of approximate modal derivatives by solving the usual applied singular and
linearized eigenvalue problem in differentiated form, a complete system of equations were derived.
These were found by inserting a Taylor series for the displacement field into the free undamped
kinematic nonlinear equations of motion, and arguing that all coefficients should be zero to fulfill
the system of equations.

The second step in the method was to reduce the computational time further by applying a reduced
basis formulation. Using this, the global restoring forces were expressed as a sum of constant
equivalent force vectors multiplied by reduced co-ordinates up to a cubic order. This allowed for
a fast assembling of the internal forces between each time-step compared with the usual element-
by-element assembling approach.

A example with a simple supported cable exposed to harmonic loading modeled by beam
elements was used to compare the complete modal derivatives with the approximate modal
derivatives. Furthermore, the real-time potential of the method was demonstrated. From the
example, it was concluded that using different modal derivatives produced identical solutions.
However, only the modes determined from the complete system of equations fulfilled the
relationship between the co-ordinates of the linear modes and modal derivatives predicted by the
Taylor series. Furthermore it was found that, for a kinematic nonlinear system, a model with up to
around seventy dofs can run in real time on a standard PC for a time step magnitude of ∆t = 10−2

seconds.

A. DERIVATION OF GOVERNING EQUATIONS FOR THE MODAL DERIVATIVES

The system of equations governing the modal derivatives are derived. The free undamped kinematic
nonlinear equations of motion are considered:

MV̈ + g(V) = 0 (75)

with the internal restoring forces g(V) as defined in (52).
Then is introduced a Taylor series up to second order to express the displacement field, V(s), as

a function of the reduced co-ordinates collected in the vector s:

V(s) = V0 +

N∑

j=1

∂V0

∂sj
(sj − sj0) +

1

2

N∑

j=1

N∑

k=1

∂2V0

∂sj∂sk
(sj − sj0)(sk − sk0) + ... (76)

where the subindex 0 indicates the value at the initial stage, and represents the notation

V0 = V(s0) (77)

The differentiated displacement fields of first and second order in equation (76) contain both
linear modes and modal derivatives up to the second order. This is realized by inserting the reduced
basis introduced in (6).

∂V

∂sj
=

∂

∂sj

(
N∑

i=1

ϕisi

)
=

(
N∑

i=1

∂ϕi
∂sj

si +ϕj

)
(78)

∂2V

∂sj∂sk
=

∂

∂sk

(
∂V

∂sj

)
=

N∑

i=1

∂2ϕi
∂sjsk

si +
∂ϕk
∂sj

+
∂ϕj
∂sk

(79)
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From equation (76), the acceleration is found by differentiating twice with respect to time

V̈(s) =

N∑

j=1

∂V0

∂sj
s̈j +

N∑

j=1

N∑

k=1

1

2

∂2V0

∂sj∂sk

[
s̈j(sk − sk0) + 2ṡj ṡk + (sj − sj0)s̈k

]
(80)

It is then assumed that the solution to the reduced co-ordinates is given in the form:

sj = Aje
iωj(sk)t (81)

with Aj denoting the amplitude, and ωj(sk) denoting the associated frequency. When the free and
undamped system of equations is considered, the amplitude is assumed to be constant. As kinematic
nonlinearities are included, the stiffness, and thus also the natural frequency, will be dependent on
the displacements, sk.

Based on equation (81), the velocity and acceleration can be expressed as:

ṡj =i

(
∂ωj(sk)

∂t
t+ ωj(sk)

)
sj (82)

s̈j =i

(
∂2ωj(sk)

∂t2
t+ 2

∂ωj(sk)

∂t

)
sj −

(
∂ωj(sk)

∂t
t+ ωj(sk)

)2

sj (83)

Introducing the notation

sj = sj(t = 0) , ṡj = ṡj(t = 0) , s̈j = s̈j(t = 0) (84)

and considering the system of equations at time t = 0, the equations (82) to (83) can be simplified
to:

ṡj =iωj(sk)sj (85)

s̈j =i2
∂ωj(sk)

∂t
sj − ω2

j (sk)sj (86)

with the time derivative of the natural frequency given by:

∂ωj(sk)

∂t
=

N∑

r=1

∂ωj(sk)

∂sr
ṡr (87)

In order to evaluate the expressions for ṡj and s̈j in (85) and (86), is introduced a Taylor series
for the natural frequency and the squared natural frequency:

ωj(sk) =ωj0 +

N∑

l=1

∂ωj0
∂sl

(sl − sl0) +
1

2

N∑

l=1

N∑

p=1

∂2ωj0
∂sl∂sp

(sl − sl0)(sp − sp0) + ... (88)

ω2
j (sk) =ω2

j0 +

N∑

l=1

∂ω2
j0

∂sl
(sl − sl0) +

1

2

N∑

l=1

N∑

p=1

∂2ω2
j0

∂sl∂sp
(sl − sl0)(sp − sp0) + ... (89)

Using equation (88), the time derivative of the natural frequency in equation (91) can be written on
the form:

∂ωj(sk)

∂t
= i

N∑

r=1

Arsr + ... (90)

where Ar are constants of the form:

Ar =i

N∑

r=1

[
∂ωj0
∂sr

ωr0 −
N∑

n=1

(
∂2ωj0
∂sr∂sn

ωr0 +
∂ωj0
∂sr

∂ωr0
∂sn

)
sn0+

N∑

n=1

N∑

l=1

(
∂2ωj0
∂sr∂sn

∂ωr0
∂sl

+
1

2

∂2ωr0
∂sn∂sl

∂ωj0
∂sr

)
sn0sl0 −

1

2

N∑

n=1

N∑

l=1

N∑

m=1

∂2ωj0
∂sn∂sr

∂2ωr0
∂sl∂sm

sn0sl0sm0

]

(91)
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With the above introduced parameters and definitions, the acceleration can now be written in the
form:

s̈j =[Bj − ω2
j0]sj +

N∑

r=1

Cjrsrsj + ... (92)

with the constants Bj and Cjr defined as:

Bj =

N∑

l=1

[
∂ω2

j0

∂sl
− 1

2

N∑

p=1

∂2ω2
j0

∂sl∂sp
sp0

]
sl0 , Cjr =

(
2Ar −

∂ω2
j0

∂sr

)
+

N∑

l=1

∂2ω2
j0

∂sl∂sr
sl0 (93)

The velocity product consists of second-order terms and above, and its formula is:

ṡj ṡk =i2ωj(sz)ωk(sz)sjsk = [Djk − ωj0ωk0]sjsk + ... (94)

with Djk defined as:

Djk =

N∑

p=1

[
ωj0

∂ωk0

∂sp
+ ωk0

∂ωj0
∂sp

−
N∑

q=1

(
1

2

∂2ωk0

∂sp∂sq
ωj0 +

1

2

∂2ωj0
∂sp∂sq

ωk0 +
∂ωj0
∂sp

∂ωk0

∂sq

)
sq0−

N∑

q=1

N∑

m=1

1

2

(
∂ωj0
∂sp

∂2ωk0

∂sq∂sm
+
∂ωk0

∂sp

∂2ωj0
∂sq∂sm

)
sq0sm0−

N∑

q=1

N∑

m=1

N∑

n=1

1

4

∂2ωj0
∂sp∂sq

∂2ωk0

∂sm∂sn
sq0sm0sn0

]
sp0 + ... (95)

The equations (92) and (94) are then inserted into (80), leading to the acceleration formula:

V̈ = ...+

N∑

j=1

N∑

k=1

[
∂V0

∂sj
Cjk +

1

2

∂2V0

∂sj∂sk

(
Ejk − (ωj0 + ωk0)2

)]
sjsk + ... (96)

with the introduced constants:

Ejk =2Cjks̄r0 +Bj +Bk + 2Djk , s̄r0 =

N∑

r=1

sr0 (97)

Only the second order terms in equation (96) are considered since these are the terms required for
arranging the equations governing the modal derivatives up to the second order.

Next, is evaluated the internal restoring forces g(V) when inserting the Taylor series for the
displacement field in (76) into the expression (54).

To evaluate of g(V) it can be split into three parts to start with. These are the linear part,
K0V, the quadratic part, K1(V)V, and the cubic part, K2(V,V)V, in accordance with the general
definition given in equation (5). When considering the second order proportional terms, the linear
part becomes:

K0V =

nel∑

el=1

∫

Ωel

L̃TBTDBL̃ dΩelV = ...+

N∑

j=1

N∑

k=1

[
nel∑

el=1

∫

Ωel

L̃TBTDBL̃ dΩel

]
1

2

∂2V0

∂sj∂sk
sjsk + ...

(98)
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The quadratic part is:

K1(V)V =

nel∑

el=1

∫

Ωel

EA

2
L̃T
(
BT
ε VT L̃TGL̃ + 2GL̃VBεL̃

)
el
dΩelV

=...+

N∑

j=1

N∑

k=1

[ nel∑

el=1

∫

Ωel

EA

2
L̃T
(

2BT
ε VT

0 L̃TGL̃
1

2

∂2V0

∂sj∂sk
+ BT

ε

∂VT
0

∂sk
L̃TGL̃

∂V0

∂sj
+

2GL̃V0BεL̃
1

2

∂2V0

∂sj∂sk
+ 2GL̃

∂V0

∂sk
BεL̃

∂V0

∂sj
+ 2GL̃

1

2

∂2V0

∂sj∂sk
BεL̃V0

)

el

dΩel

]
sjsk + ...

(99)

The cubic term is expressed in the form

K2(V,V)V =

nel∑

el=1

∫

Ωel

EA

2
L̃T
(
GL̃VVT L̃GL̃

)
el
dΩelV

=...+

N∑

j=1

N∑

k=1

[
nel∑

el=1

∫

Ωel

EA

2
L̃TG

(
2L̃V0V

T
0 L̃GL̃

1

2

∂2V0

∂sj∂sk
+ L̃V0

∂VT
0

∂sk
L̃GL̃

∂V0

∂sj
+

2L̃
∂V0

∂sk
VT

0 L̃GL̃
∂V0

∂sj
+ L̃

1

2

∂2V0

∂sj∂sk
VT

0 L̃GL̃V0

)

el

dΩel

]
sjsk + ... (100)

Adding together (98) to (100), and collecting the terms proportional to ∂V0

∂sj
and 1

2
∂2V0

∂sj∂sk
,

respectively, the internal restoring forces can be written in the form

g(V) =...+

N∑

j=1

N∑

k=1

[( nel∑

el=1

∫

Ωel

EA

2
L̃T
(

BT
ε

∂VT
0

∂sk
L̃TelG + 2GL̃el

∂V0

∂sk
Bε + GL̃elV0

∂VT
0

∂sk
L̃TelG+

2GL̃el
∂V0

∂sk
VT

0 L̃TelG

)
L̃ dΩ

)

el

∂V0

∂sj
+

( nel∑

el=1

∫

Ωel

L̃Tel

(
BTDBL̃ + EA

(
BT
ε VT

0 L̃TG + GL̃V0Bε + GL̃V0V
T
0 L̃TG + BεL̃V0G+

1

2
VT

0 L̃TGL̃V0G

)
L̃

)

el

dΩel

)
1

2

∂2V0

∂sj∂sk

]
sjsk + ... (101)

In equation (101), the term proportional to ∂V0

∂sj
can be identified as the secant stiffness

differentiated with respect to sk, as defined in equation (69), plus an additional contribution. The
term proportional to 1

2
∂2V0

∂sj∂sk
can be identified as the tangent stiffness matrix in equation (124).

Furthermore, by introducing the stiffness definition:

∂KA =

nel∑

el=1

∫

Ωel

GL̃el
∂V0

∂sk
VT

0 L̃TelGL̃el dΩel (102)

the expression in (101) simplifies to

g(V) = ...+

N∑

j=1

N∑

k=1

[(
∂KS0

∂sk
+ ∂KA

)
∂V0

∂sj
+ KT

1

2

∂2V0

∂sj∂sk

]
sjsk + ... (103)

Now, by inserting the expressions in equations (103) and (96) into equation (75) and setting the
terms proportional to the second order product sjsk equal to zero, leads to the following system of
equations:
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[
KT0 +

(
Ejk − (ωj + ωk)2

)
M

]
1

2

∂2V0

∂sj∂sk
= −

[
CjkM +

∂KS0

∂sk
+ ∂KA

]
∂V0

∂sj
(104)

B. FORMULATION OF 2D BEAM ELEMENT

A plane beam of length l spanning the domain Ωel, as shown in Figure 7, is considered. The element
has one rotational and two translational dofs at each of its two nodes at the beam ends. It is exposed
to concentrated forces in the nodes and a line loads, p, along the element. The local element dofs

(a) (b)

l

py

v1x v2x
v1y v2y

θ1 θ2

F1x F2xF1y F2y

M1 M2

Figure 7. 2D Beam element illustrating (a) the degrees of freedoms and (b) the loading.

are collected in the vector, v, and the loading components in the vectors, f and p:

v =
[
v1x, v1y, θ1, v2x, v2y, θ2

]T
(105)

f =
[
F1x, F1y, M1, F2x, F2y, M2

]T
(106)

p =
[
px, py

]T
(107)

The displacement field over the element is interpolated as

u =

[
u
w

]
= Nv =

[
N1 0 0 N4 0 0
0 N2 N3 0 N5 N6

]
v , N =

[
Nu

Nw

]
(108)

where u is the horizontal deformation, w is the transverse deformations, and N is the displacement
interpolation matrix containing six shape functions Ni, i ε [1,6]. N can be divided into two
matrices, Nu and Nw, relating to the horizontal and transverse deformations, respectively. The
shape functions applied for the horizontal deformation are linear, see for example Cook [34]

N1 = 1− s , N4 = s (109)

and the transverse shape functions of the second order are:

N2 = 1− 3s2 + 2s3 , N3 = l(s− 2s2 + s3) , N5 = 3s2 − 2s3 , N6 = l(−s2 + s3) (110)

The governing equations of motion on discretized form are found from the concept of virtual
work, see for example Cook [34]. Considering the element of length l with the possibility of being
exposed to line load and concentrated forces, the virtual work is given by

∫

Ωel

(
δuT ρü + δuT du̇ + δεTσ

)
cΩel =

[
δuT f

]l
0

+

∫

Ωel

δuTp dΩel (111)

with ρ defining the density of the material per unit length, d being a material damping parameter
analogous to viscosity and ε being a vector containing the work conjugate strain fields. The domain
of the element is denoted by Ωel.

The generalized stresses consist of the normal force, N, and the moment, M. The work conjugate
stresses are the axial strain, ε, and the curvature, κ. To include kinematic nonlinear effects, is used
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the Lagrange strain measure for plane beams. The work conjugate strains and stresses are collected
in the vectors σ and ε:

σ =

{
N
M

}
, ε =

{
ε
κ

}
=

{
u′ + 1

2 (w′)2

w′′

}
(112)

where ()′ = ∂()/∂x. The material is assumed to be hyper-elastic, that is, a linear relationship
between the stresses and strains, leading to the constitutive relationship:

σ = Dε , D =

[
EA 0
0 EI

]
(113)

By interpolating the displacement, velocity and acceleration fields as a set of interpolation functions
that are functions of space multiplied by an element of a local dof vector that is a function of both
time and space, this gives:

u = Nv , ü = Nv̈ , u̇ = Nv̇ (114)

The variation of u is evaluated using principles from the Calculus of Variations:

δu = Nδv (115)

Introducing equation (114) into (112), the generalized form can be written as:

εel = Belvel +
1

2
evTelGelvel, e =

{
1
0

}
(116)

From (116), the variational strains are found to be:

δεel = Belδvel + evTelGelδvel (117)

where Bel and Gel are defined as:

Bel =

[
N′u
N′′w

]
=

[
Bε

Bκ

]
, Gel = (N′w)

T
N′w (118)

Inserting equations (113) to (118) into equation (111), the element local mass and damping matrices,
mel and cel and the loading vector, rel, can be identified as:

mel = ρ

∫ l

0

NTN dxel , cel = d

∫ l

0

NTN dxel , rel = [NT f ]l0 +

∫ l

0

NTp dΩ (119)

and the internal nodal restoring forces gel(xel) as

gel(vel) =

∫

Ωel

(
BTDB +

EA

2

(
BT
ε vTG + 2GvBε + GvvTG

))
v dΩel (120)

B.1. The Tangent Stiffness Matrix

The element tangent stiffness matrix is defined as the stiffness relating the change in deformation,
dv, to the change in the loading, dr, in a static context:

kT dv = dr (121)

To determine kt is considered the differential form of the static internal work in (111):

d

(∫

Ωel

δεTσ dΩel

)
=

∫

Ωel

dδεTσ + δεT dσ dΩel (122)
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Considering the matrices D, G and B, and the variation δv as constants with respect to
differentiation, leads to the following relationship

d(δε) = dδε = edvTGδv , dσ = Ddε , dε = Bdv + evTGdv (123)

Inserting equations (113), (117) and (123) into equation (122), the element local tangent stiffness
matrix can be identified as:

kT,el =

∫

Ωel

BTDB + EA

(
BT
ε vTG + GvBε + GvvTG + BεvG +

1

2
vTGvG

)
dΩel (124)

B.2. Global Equations of Motion

The element local work contributions are transformed into global co-ordinates by relating the
element dofs in the global co-ordinate system, vgel, to the element dofs in the local co-ordinate
system, vel. This is achieved through a transformation matrix Tel:

vel = Telv
g
el (125)

Furthermore, is introduced a topology array, Lel, relating the local elements dofs, vgel, to the
global element dof of vector V:

vgel = LelV (126)

Introducing the relationships of equations (125) and (126) into equation (111), and summing over
the nel, the global set of virtual work can be found using equation (4) with the mass and damping
matrices, M and C, given by:

M =

nel∑

el=1

LTelT
T
elmelTelLel , C =

nel∑

el=1

LTelT
T
elcelTelLel (127)

and internal restoring forces, and external forces given by:

g(V) =

nel∑

el=1

(
LTelT

T
elks(vel)TelLel

)
V , F(t) =

nel∑

el=1

LTelT
T
elrel (128)
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Table I. Cable and load parameters.

Parameter Unit Formula Magnitude
l m - 20
E GPa - 210
D m - 50·10−3

A m2 π(D/2)2 2·10−3

I m4 πD
4

64 3.07·10−7

F1 N/m - 1
F2 N/m - 3
ω1 rad/s

(
π
l

)2√
EI/(ρA) 1.60

ω2 rad/s
(

2π
l

)2√
EI/(ρA) 6.40

ρ kg/m3 - 7800

Table II. Algorithm Parameters.

Parameter Unit Magnitude
γ - 1

2
β - 1

4
∆t s 10−2 - 10−5

nel - 20-30
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Nonlinear Real-time Simulations Using a Taylor Basis

S. Andersen∗† and P. N. Poulsen ‡

Department of Civil Engineering, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark

SUMMARY

Real-time simulations are used to a significant extent in many engineering fields. However, if nonlinearities
are included, the real-time requirement significantly limits the size and complexity of numerical models. The
main reason for this limitation is the costly evaluation of the internal restoring forces in each time increment.
In the present work, an efficient basis reduction method is applied for kinematic nonlinear structures that
enables the size of the basis to be increased without increasing the number of unknown variables. Therefore,
larger numerical models can be run in real time. The basis is organized from a Taylor series that predicts a
linear relation between the co-ordinates of the linear modes and the modal derivatives. Thus, a full solution
is known by solely determining the co-ordinates of the linear modes, which significantly minimizes the
computational costs. An example illustrates that computational time can be decreased by one order of
magnitude using a Taylor basis compared with former applied basis reduction methods. Copyright c© 2010
John Wiley & Sons, Ltd.

Received . . .

KEY WORDS: Kinematic Nonlinearities; Basis Reduction; Taylor Series; Real-time Simulations; Finite
Element Analysis; Modal Derivatives

1. INTRODUCTION

Along with rapidly increasing computational speed over the last decades the use of real-time
simulations in the industry and research community within engineering fields is increasing. Real
time means that the simulation time spent producing the model’s output is shorter than or equal to the
simulated time. Real-time simulations are applied in engineering fields, such as aircraft design and
simulation, motor drive controller design, space robot integration, computer graphics and structural
testing to mention some applications, cf. [1–3].

The motivation for the present work relates specifically to the engineering field of hybrid testing
in which physical and numerical substructures are combined in structural testing. This proces is also
referred to as online-testing, hardware in the loop and pseudo-dynamic testing. If the behavior of the
physical substructure is rate dependent, then the structural test and the numerical simulations must
to be performed in real-time. The testing is then referred to as real-time hybrid testing or real-time
hybrid simulation (RTHS).

The concept of hybrid testing was introduced by Japanese scientists at the end of the 1960s as
an alternative to using shaking tables for the seismic analysis of structures, cf. [4]. Typically, the
physical substructure represents a part of the structure to be tested that is too complex to be modeled
numerically. Thus, this part is considered a black box and must be included physically in the test
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E-mail: seba@byg.dtu.dk
†PhD Student
‡Associate Professor
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setup, whereas the remaining part of the structure is modeled numerically. This substructural testing
concept is very appealing for a number of reasons. One benefit is the cost and space reduction
achieved because only part of the structure must be build. Furthermore, issues such as scaling
problems experienced in shaking tables, are avoided.

During the test the substructures are coupled through actuators installed at the physical
substructure at the common substructure interface(s). The actuators impose a kinematic response of
the numerical simulations onto physical substructure and measure its force response. The response
forces are then included in the following numerical time-step integration. This iterative interchange
of data proceeds throughout the test. For a more in-depth description of the principles behind Hybrid
testing see e.g. [5, 6].

Since its introduction the field of hybrid testing has experienced significant development. In [7,8]
part of the development during the first couple of decades is summarized. In this period only the
pseudo-dynamic (slow rate) testing was considered among researchers. In 1992 Nakashima et al.
conducted the first real-time hybrid test with a viscous damper coupled to a single degree of freedom
(SDOF) substructure, cf. [9]. Further real-time experiments followed during the 1990s through
the the work of Horiuchi et al., Darby et al. and Nakashima and Masaoka, cf. [10–12]. In [12]
nonlinearities were successfully included in the numerical substructure. A superstructure of a base-
isolated building was modeled as a five DOF numerical model with bilinear constitutive material
behavior.

Nonlinear DOF capacity has significantly increased since the work in [12]; however, in many
cases it is still considered as modest. In 2001 [13] simulated a material nonlinear system with
50 DOFs, in 2009 [14] simulated a material nonlinear structure with 134 DOFs, in 2012 [3]
simulated a material nonlinear system with 405 DOFs and in 2013 [15] included a kinematic and
material nonlinear substructure with 514 DOFs. The modest DOF capacity can be viewed as a
consequence of the fact that significant research effort in hybrid testing has concentrated on control
and communication, whereas the numerical field has received less attention. One of the major factors
limiting the nonlinear real-time models is the time-consuming evaluation of the internal restoring
forces performed element by element at each time step. Most of the focus in the numerical field
has been on time integration. For RTHS to be successfull the applied time integration schemes
have to be robust, accurate and fast. Both implicit and explicit schemes have been used including
various integration strategies. [16] introduced an approach using an implicit scheme with a fixed
number of iterations to apply the initial stiffness in the iterations. [17] suggested a procedure
that combines explicit and implicit integration and [18] introduced a noniterative implicit time
integration scheme by combining the operator-splitting method with the alpha modified Newmark
scheme. [14, 19, 20] proposed unconditional stable explicit algorithms. In [21] implicit and explicit
schemes are discussed and compared in real-time through consideration of factors such as accuracy,
stability and computational costs. Explicit schemes were concluded as being generally preferable.

Reduction methods also found some interest in research. In [2, 13, 22, 23] the concept of modal
transformation is used to reduce the size of the numerical DOFs. In [22] the concept was used to
reduce a linear system. In [13] a basis consisting of linear modes and Ritz vectors was applied
to represent material nonlinear behavior. In [2, 23] a basis consisting of linear modes and modal
derivatives representing kinematic nonlinearities is applied. Furthermore, the basis projection was
combined with a mathematical reformulation of the internal restoring forces initially introduced
by Nash [24]. The formulation enabled the internal restoring forces to be organized in a global
form. In this manner, element by element assembling was avoided and the computational time was
significantly decreased. The difference between the work in [2] and [23] is the use of different
modal derivatives. In [2] the modal derivatives are determined from a set of equations introduced by
Idelsohn and Cardona in [25, 26] whereas a novel set of governing equations are derived and used
in [23]. In [23] the different modal derivatives are compared. Only with the modal derivatives based
on the novel set of governing equations are the co-ordinates of the modal derivatives shown as given
as a quadratic product of the linear mode co-ordinates, as predicted by the Taylor series.

The aim of the present work is to utilize the findings made in [23] and to introduce an efficient
basis method that improves on the computational simulation time of kinematic nonlinear systems.
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For this aim, the relation between the co-ordinates of the linear modes and the modal derivatives is
utilized to include the modal derivatives in a basis without introducing further unknowns. This basis
formulation introduces a significant reduction in computational time. In [27] a similar approach
was adopted for the special case that considers Von Kármán plates. In this case, the membrane
displacements are assumed to be given as the sum of the displacement fields proportional to a
quadratic product of the out-of-plane deformation co-ordinates. The higher order displacement
fields are calculated from a number of nonlinear static deformation cases using finite difference
approximations.

The approach introduced in the present work differs from the approach in [27] by being simpler
and more general. By using the modal derivatives to represent the higher order displacement fields,
these fields can be evaluated using a single computation from their governing equations instead
of having to evaluate them from multiple static deformation cases. Furthermore, when applying
modal derivatives a general procedure for organizing the equations of motion is available that is
independent of the element type considered, such as for example beams, plates or solids.

The following section presents a general form for the kinematic nonlinear equations of motion
and how these are organized when projected onto a reduced basis. Next, the Taylor basis including
the modal derivatives is presented and introduced into the kinematic nonlinear equations of motion
(EOM). In relation to these EOM, a co-ordinate transformation of the equations of motion,
an approximation for the velocity required in explicit time integration and the novel equations
governing the modal derivatives are presented. Next, the internal restoring forces are organized in
a global form using the Taylor basis. Finally, a simple frame example using plane Euler-Bernoulli
beam elements is considered to illustrate the precision of the basis and the computational time
savings compared with former basis formulations applied in [2, 23].

2. KINEMATIC NONLINEAR EQUATIONS OF MOTION

In the following section, the concept of projecting nonlinear EOM onto a reduced basis, is presented.
The derivations are given in reference to the Euler-Bernoulli beam element for which kinematic
nonlinear effects are included through a nonlinear axial strain measure that depends on the transverse
deformations. The effect of the nonlinear strain measure on the deformations is discussed.

2.1. Governing Equations of Motion

The Euler-Bernoulli beam is considered a reference point. The governing equations including the
axial strain, ε, and the curvature, κ, are given as in for example [28]

ρ(x)
∂2w

∂t2
+

∂2

∂x2

(
EI(x)κ

)
= p(x) (1)

ρ(x)
∂2u

∂t2
− ∂

∂x

(
EA(x)ε

)
= q(x) (2)

where x represents the local beam co-ordinate, w and u are the transverse and the axial deformations
along the un-deformed beam axis, EI(x) is the bending stiffness, EA(x) is the axial stiffness, ρ(x) is
the density per length unit, t is time and p(x) and q(x) represent the external load in the transverse
and axial directions of the beam, respectively. To include nonlinear kinematics the Lagrange strain
measures are introduced

ε =
∂u

∂x
+

1

2

(
∂w

∂x

)2

, κ =
∂2w

∂x2
(3)

The transverse and axial deformations are observed to couple through the nonlinear axial strain
measure in (3).
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Using the Calculus of Variations, equations (1)-(2) can be written in discretized form with n DOFs
as

MV̈ + CV̇ + g(V) = F(t) (4)

where V is a n×1 global displacement vector with (̇) = d()/dt, M and C are n×n mass and
damping matrices, F(t) is the time-dependent external load vector of dimensions n×1 and g(V) is
a n×1 vector representing the internal nodal restoring forces.

Kinematic nonlinearities cause the vector g(V) to be a nonlinear function of the nodal
displacements. This vector consist of a linear, quadratic and cubic contribution in V

g(V) = (K0 + K1(V) + K2(V,V))V (5)

where K0, K1(V) and K2(V,V) are all stiffness matrices that are independent, linearly dependent
and quadratically dependent, respectively, on the vector V.

2.2. Projection of Nonlinear Equations of Motion

The EOM in (4) can be projected onto a reduced basis to lower the amount of DOFs in the numerical
substructure. Typically, a linear basis is applied in which the relation between the physical and
reduced co-ordinates is formulated as

V(si) ≈ Φs =

N∑

i=1

ϕisi (6)

Φ is the basis matrix of dimension n×N where N is the number of basis vectors, ϕi, i ε [1;N],
which are independent of time. Each vector has an associated reduced co-ordinate, si, which depends
on time. The reduced co-ordinates are collected in the vector s of dimension N×1. The discretized
equations in (4) are projected onto the linear basis in (6)

m̃s̈ + c̃ṡ + g̃(s) = f̃(t) (7)

where the projected matrices and vectors are defined as

m̃ = ΦTMΦ , c̃ = ΦTCΦ , g̃(s) = ΦTg(Φs) , f̃(t) = ΦTF(t) (8)

When using the linear basis in (6) for the projection in (7), this is referred to as the linear basis
projection in the following. A natural choice for the basis vectors applied in (6) are the eigenvectors
fulfilling the linearized eigenvalue problem with the tangent stiffness matrix, KT , and the ith natural
frequency, ωi:

(
KT − ω2

iM
)
ϕi = 0 (9)

The eigenvectors, ϕi, are referred to as the linear mode-shape vectors in the following section.
Solely including the N modes, ϕi, which contribute significantly to the displacement field V,

makes it generally possible to achieve an accurate solution with a substantially reduced number
of DOFs, that is, N � n. For linear systems, these N modes are typically modes with frequencies
in the domain of the excitation frequencies and with a relatively high modal load |ϕTi F (t)|. The
same modes are significant to the response of kinematic nonlinear systems. However, in nonlinear
structures, representing the coupling activated deformations, is also important.

To illustrate the nonlinear effects, a cantilever beam exposed to a transverse deformation, ∆w, at
the beam end, is sketched; see Figure 1. By assuming that no axial forces are present along the local
beam axis, the axial strains are zero throughout the beam.

ε =
∂u

∂x
+

1

2

(
∂w

∂x

)2

= 0 (10)
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For the axial strain to be zero, the derivative of the horizontal displacement, u, must be nonzero.
An expression for u along the beam is found from (10) by integrating over the beam length:

u(x) = −1

2

∫ x

0

(
∂w

∂x

)2

dx (11)

Thus, the kinematic nonlinearities are viewed as introducing a negative axial deformation, in other
words, a beam contraction in the case of transverse deformation.

∆u

∆w ∆w
∆u

+=

l0 l0 l0

ϕ1(x)s1 ϕ2(x)s2

Figure 1. Kinematic Nonlinear Cantilever Beam.

That the basis vectors evaluated from (9) represent these coupling activated deformations, is
very important. Otherwise, the system may experience so-called membrane locking, in which the
stiffness of the system is increased; see [29]. The possible consequences of locking are poorly
predicted displacements or an unstable system.

However, the basis vectors representing the nonlinear effects are not necessarily easy to pick
out, particularly not for complex systems. When evaluating the basis vectors from the linearized
equations (9), these vectors are typically divided in transverse and axial displacement fields. Thus,
if these modes are used to represent the nonlinear coupling effects, a minimum of two modes are
required, as sketched in Figure 1.

One way to identify the required basis vectors is to utilize the information contained in a Taylor
series of V. The Taylor series reveals the basis vectors required to represent the coupling effects
through its higher order terms and suggests a basis including higher order effects without including
further unknowns into the system. This concept is discussed in the following section.

3. MODAL DERIVATIVES AND THE TAYLOR BASIS

In this section, a basis including kinematic nonlinear higher order effects is presented without
introducing further unknowns. Furthermore, in order to perform an explicit time integration, a
transformation of the equations into linear co-ordinates and an approximate evaluation of the
velocity are introduced.

3.1. Modal Derivatives and the Taylor Relation

A basis including the higher order displacement effects of kinematic nonlinear structures is
identified. For this bases, a second-order Taylor series of the displacement field V(si) is evaluated
with point of origin in si0

V(si) = V(si0) +

N∑

j=1

∂V(si0)

∂sj
(sj − sj0) +

1

2

N∑

j=1

N∑

k=1

∂2V(si0)

∂sj∂sk
(sj − sj0)(sk − sk0) (12)
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By inserting the linear basis in (6) into, respectively, the zero-order, first-order and second-order
displacement fields in (12), these fields can be written as

V(si0) =

N∑

i=1

ϕi0si0 (13)

∂V(si0)

∂sj
=

∂

∂sj

(
N∑

i=1

ϕi0si0

)
=

N∑

i=1

∂ϕi0
∂sj

si0 +ϕj0 (14)

∂2V(si0)

∂sj∂sk
=

∂

∂sk

(
∂V(si0)

∂sj

)
=

N∑

i=1

∂2ϕi0
∂sjsk

si0 +
∂ϕk0

∂sj
+
∂ϕj0
∂sk

(15)

Equation (13) is a constant term representing the initial deformation of the system. The first-order
term in (14) is viewed as consisting of a linear mode-shape vector and a sum of the first-order modal
derivatives. By inserting this term into (12) with zero initial deformations, si = 0, the well-known
linear basis formulation in (6) appears. The second-order contribution in (15) consists of the first-
and second-order basis vector derivatives. These vectors are required to represent the nonlinear
effects up to the second order.

In the work by [2, 23, 26] the terms in (14) and (15) were included in a linear basis to analyze
kinematic nonlinear structures. Because a linear basis was used, the terms had independent modal
co-ordinates, sk, associated with them. However, as the Taylor formulation in (12) suggests,
including the higher-order terms in (15) can be done more efficiently. The Taylor series predicts
that the co-ordinates of the second order displacement field are given as a quadratic product of the
co-ordinates associated with the first-order displacement field (14). Thus, the higher order effects
represented by (15) can be included without introducing further unknowns into the system.

In the following section, a basis based on the second-order Taylor series in (12) is set up and is
referred to as the Taylor basis. When using the Taylor basis, significant computational time is saved
with the same precision as the response achieved by including the higher-order effects directly in a
linear basis, as was done by [2, 23, 26].

3.2. Second-Order Taylor Basis

A basis utilizing the relation between the co-ordinates of the linear terms and the higher order terms
predicted by the Taylor series in (12) is arranged. The basis is taken as the Taylor series including
the terms up to the second order with an initial zero deformation state, in other words, for sk0 = 0.
Inserting (13)-(15) into (12) a second-order basis with respect to the reduced co-ordinates, sk, can
be written in the form

V(s) =

N∑

i=1

ϕisi +
1

2

N∑

i=1

N∑

j=1

(
∂ϕi
∂sj

+
∂ϕj
∂si

)
sisj (16)

The basis contains N linear mode-shape vectors, ϕi, and N2 first order mode-shape vectors,
∂ϕk/∂sl. The vectors are weighted by N modal co-ordinates sk on linear and quadratic forms.
Utilizing the symmetry of the products sisj = sjsi the amount of quadratic summation terms in
(16) is reduced and the basis takes the form

V(s) =

N∑

i=1

ϕisi +

N∑

i=1

i∑

j=1

(
∂ϕi
∂sj

+ (1− δij)
∂ϕj
∂si

)
sisj (17)

where δij is Kronecker’s delta. In the quadratic summation the inner index j is observed to run
from 1 to i instead of to N, which was the case in (16). This phenomenon leaves the formulation
with N linear summations plus 1

2 (N +N2) quadratic summations from the higher-order terms.
As is subsequently demonstrated, the first-order mode-shape vectors, ∂ϕi/∂sj , are not

determined as separate vectors. Instead, they are evaluated as the sum in which they appear in
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(16). Therefore, each sum of the first-order mode-shape vectors is accounted for in the following
section as only a single basis vector. Thus, 1

2 (N +N2) first-order modes are present in (16) when
the symmetry terms of the quadratic sum are considered. The formulation in (17) is organized in
matrix form as

V(s) = VT = ΦT sT , ΦT = [ΦL , ΦH ] , sT =

{
s

sH

}
(18)

where the Taylor basis matrix, ΦT , is of dimension n×
(

3
2N + 1

2N
2
)
. This matrix consists of the

matrices ΦL and ΦH containing N linear modes and 1
2 (N +N2) modal derivatives, respectively.

The submatrices ΦL and ΦH are organized as

ΦL = [ϕ1, ϕ2, ... ϕN ] (19)

ΦH =

[
∂ϕ1

∂s1
,
∂ϕ2

∂s1
+
∂ϕ1

∂s2
,
∂ϕ2

∂s2
,
∂ϕ3

∂s1
+
∂ϕ1

∂s3
,
∂ϕ3

∂s2
+
∂ϕ2

∂s3
, ...

∂ϕN
∂sN

]
(20)

The vector sT in (18) consists of the vectors s and sH , which contain the co-ordinates related to the
modes in ΦL and ΦH , that is

sT =
[
s1, s2, ... sN

]
(21)

sTH =
[
s1s1, s2s1, s2s2, s3s1, s3s2, ... sNsN

]
(22)

Projecting the EOM in (4) onto the basis in (18) gives the following formulation

m̂s̈T + ĉṡT + ĝ(sT ) = f̂(t) (23)

with the introduced matrix definitions

m̂ = (ΦT )
T

MΦT (24)

ĉ = (ΦT )
T

CΦT (25)

ĝ(sT ) = (ΦT )
T

g(ΦT sT ) (26)

f̂(t) = (ΦT )
T

F(t) (27)

Furthermore the velocity and acceleration vectors ṡT and s̈T in (23) are given in the form

ṡT =

{
ṡ

ṡH

}
=





ṡ1

ṡ2

.
ṡN

ṡ1s1 + s1ṡ1

ṡ2s1 + s2ṡ1

ṡ2s2 + s2ṡ2

ṡ3s1 + s3ṡ1

.
ṡNsN + sN ˙sN





, s̈T =

{
s̈

s̈H

}
=





s̈1

s̈2

.
s̈N

s̈1s1 + 2ṡ1ṡ1 + s1s̈1

s̈2s1 + 2ṡ2ṡ1 + s2s̈1

s̈2s2 + 2s2s̈2 + s2s̈2

s̈3s1 + 2ṡ3ṡ1 + s3s̈1

.
s̈NsN + 2ṡN ˙sN + sN s̈N





(28)

From the introduced definitions in (21), (22) and (28) all unknowns (si, ṡi, s̈i) appear multiple times.
Therefore, the system of equations in (23) must be transformed from the (sT , ṡT , s̈T ) co-ordinate
system to the (s, ṡ, s̈) co-ordinate system before it is solved. This transformation can be performed
using straightforward mathematical approaches presented in the following section.

3.3. Transformation of Equations of Motion

When transforming the projected system of equations in (23) onto the (s, ṡ, s̈) co-ordinate system,
these equations are initially written in a variational form by multiplying them with the virtual
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component vector δsT

(δsT )
T
(
m̂s̈T + ĉṡT + ĝ(sT )− f̂

)
= 0 (29)

The vector δsT is arranged by taking the variation of the vector sT introduced in (18)

δsT =
[
δs1, δs2, ... δsN , 2δs1s1, δs2s1 + s2δs1, 2δs2s2, ... 2δsNsN

]T
(30)

Next, a set of relations between the vectors (s, ṡ, s̈, δs) and (sT , ṡT , s̈T , δsT ) are arranged. As
shown in detail in Appendix A, such relations can be written in the form

sT = Q(s)s (31)
δsT = U(s)δs (32)
ṡT = U(s)ṡ (33)
s̈T = U(s)s̈ + 2P(ṡ)ṡ (34)

where Q(s), U(s) and P(ṡ) are all matrices of dimension
(

3
2N+ 1

2N2
)
×N. As indicated, these

matrices are functions of the vectors s and ṡ, which entails that they must be evaluated in every
time step during the simulations. To minimize the computational time spent on their evaluation,
they are manipulated and written in the form

Q(s) =

N∑

k=1

Aksk + H (35)

P(ṡ) =

N∑

k=1

Akṡk (36)

U(s) =

N∑

k=1

Bksk + H (37)

where H, Ak and Bk are all constant matrices of dimension
(

3
2N+ 1

2N2
)

x N. Inserting the relations
in (31)-(34) into (29) yields the expression

(U(s)δs)
T

(
m̂
(
U(s)s̈ + 2P(ṡ)ṡ

)
+ĉU(s)ṡ + ĝ (sT )− f̂(t)

)
= 0 (38)

The terms proportional to the vectors s, ṡ and s̈ are then collected

δsT
(

U(s)T m̂U(s)s̈ + U(s)T
(

2m̂P(ṡ)+ĉU(s)

)
ṡ + U(s)T ĝ(sT )−U(s)T f̂(t)

)
= 0 (39)

Introducing the definitions

m̄(s) =U(s)T m̂U(s) (40)

c̄(s, ṡ) =U(s)T
(

2m̂P(ṡ) + ĉU(s)

)
(41)

ḡ(s) =U(s)T ĝ (sT ) (42)

f̄(s, t) =U(s)T f̂(t) (43)

enables the governing EOM projected onto the Taylor basis to be written in the (s, ṡ, s̈) co-ordinates
as

m̄(s)s̈ + c̄(s, ṡ)ṡ+ḡ(s) = f̄(s, t) (44)
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As is illustrated in section 5, a considerable amount of computational time can be saved by
solving the system of equations in (44) instead of a system projected onto a linear basis containing
N+ 1

2N+N2 modes with equally many unknowns.
Importantly, note that after the transformation, the mass and damping matrices in (44) now depend

on s and ṡ. If using an explicit integration scheme, such as the central difference method (CDM) the
velocity vector is not available at the present time, ti. Therefore, the vector ṡi must be approximated,
which is described in the following section with the CDM as a reference.

3.4. Evaluation of Velocity using the CDM

An approximation for the velocity vector ṡi is arranged. For this approximation, a second-order
Taylor series of the displacement vector s is considered, with time, ti, taken as the point of reference

s(t) = si + ṡi(t− ti) +
1

2
s̈i(t− ti)2 (45)

The vectors ṡi, s̈i are unknowns and should be determined. As sketched in Figure 2, both the
displacement si−1 and the velocity ṡi−1 in the time state ti−1 =ti −∆t are assumed to be known.
By using the Taylor series in (45) to evaluate the displacement and velocity at the time state ti−1

s [m]

∆t

t [s]

si

ti−1 ti

si−1

ṡi−1

Figure 2. Time response.

two equations including the unknowns ṡi and s̈i can be arranged as

s(ti−1) =si + ṡi(−∆t) +
1

2
s̈i(−∆t)2 = si−1 (46)

ṡ(ti−1) =ṡi + s̈i(−∆t) = ṡi−1 (47)

Isolating s̈i in (47) and inserting it into (46) enables the desired velocity at time ti to be found as a
function of known displacements and velocities

ṡi =
2

∆t
(si − si−1)− ṡi−1 (48)

However, evaluating the velocity solely on the basis of displacements is desired. Using the CDM as
an explicit integration scheme, the displacement vectors are related to the velocity by

ṡi−1 =
1

2∆t
(si − si−2) (49)

Inserting (49) into (48) gives an approximation for the velocity vector at the time state ti in the form

ṡi =
1

∆t

(
3

2
si − 2si−1 +

1

2
si−2

)
(50)

As is observed from (50) the velocity is now purely based on the displacements at times ti, ti−1 and
ti−2. The velocity approximation is applied in the examples presented in section 5.
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3.5. Governing Equations of Modal Derivatives

The following section presents the main steps in the derivation of the complete system of equations
governing the modal derivatives, as introduced in [23]. The free undamped kinematic nonlinear
equations of motion are considered

MV̈ + g(V) = 0 (51)

The Taylor series in (12) including up to second-order terms, are then introduced into (51) under the
assumption that the co-ordinates sj are in the complex form

sj = Aje
iωj(si)t (52)

where Aj is the amplitude, ωj(si) is the frequency, and t is the time. The amplitude is assumed to
be constant given a free and undamped system. However, the kinematic nonlinearities of the system
cause the natural frequency, ωj(si), to depend on the displacement field represented by the reduced
co-ordinates, si. Expanding the natural frequency as a Taylor series with respect to the reduced
co-ordinates si evaluated at time t = 0 s enables the equations in (51) to be written as a vector
polynomial of the form

A +

N∑

j=1

Bjsj +

N∑

j=1

N∑

k=1

Cjksjsk + ... = 0 (53)

where A, Bj and Cjk are constant vector coefficients that include the initial displacement field si0 in
their formulation. The reduced co-ordinates, si0, are introduced through the Taylor series of ωj(si).
Then, arguably, each vector coefficient should be zero for (53) to be fulfilled for any value of sj . For
each vector coefficient set equal to zero, a system of governing equations is given. The zero-order
proportional coefficient A represents the force equilibrium equations, the first-order proportional
coefficients Bj represent the eigenvalue problem and the second-order proportional coefficients
Cjk represent the system of equations governing the modal derivatives.

Inserting the Euler-Bernoulli beam element formulation as presented in section 5.2 into (53)
enables an expression for Cjk that governs modal derivatives to be revealed. The equations are
considered with an initial zero deformation, si0 = 0, because this case is the only one in which an
explicit solution for the first-order modal derivatives can be determined. The system of equations
found by setting Cjk equal to zero is

[
KT0 − (ωj0 + ωk0)2M

]
1

2

(
∂ϕk0

∂sj
+
∂ϕj0
∂sk

)
=

[
2
∂ωj0
∂sk

(ωj0 − ωk0)M− ∂KS0

∂sk

]
ϕj0 (54)

where KT0 is the tangent stiffness, M is the mass matrix, KS0 is the secant stiffness and ωj0 and ωk0

are the linear natural frequencies of modes j and k. The subindex 0 indicates the initial deformation
state evaluation.

On the left-hand side of (54) the sum of two modal derivatives with switched indices appears.
These figures are multiplied by the tangent stiffness subtracted by the product of the mass matrix
times the squared sum of the natural frequencies. On the right-hand side is the linear mode ϕj0
multiplied by a matrix that includes the mass matrix, the zero- and first-order derivatives of the
natural frequencies, and the secant stiffness in differentiated form. The first-order derivative of
the natural frequency is an unknown quantity that can be determined using the symmetry of the
governing equations. As is observed, the left-hand side is symmetric with respect to the subindexes
j and k. To ensure consistency, the right-hand side must also be symmetric with respect to the
indexes. As shown in [23] the symmetry can be used to determine the following relation.

2
∂ωj0
∂sk

(ωj0 − ωk0) =
1

mj

(
∂kS0j

∂sk
− ∂kS0jk

∂sj

)
(55)
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with the included definitions

mj = ϕTj0Mϕj0 ,
∂kS0j

∂sk
= ϕTj0

∂KS0j

∂sk
ϕj0 ,

∂kS0jk

∂sj
= ϕTj

∂KS0

∂sj
ϕk (56)

Inserting the relation in (55) into (54) enables the sum of the first-order modal derivatives to be
directly determined by inverting the matrix on the left hand side.

3.6. Linear Dependent Basis Vectors

In given cases, some of the modal derivatives in (20) appear to be linearly dependent on each other.
In those cases the Taylor basis ΦT in (18) becomes singular. In conventional basis formulations,
the linear dependent vectors are taken out of the basis to remove the singularity. However, in the
given case the singularity is automatically removed when transforming the system of equations into
the linear co-ordinate system (s, ṡ, s̈), cf. (44). It is, therefore, not necessary to remove the linear
dependent basis vectors. In order to fulfill the Taylor series in (17) it is also required to include the
terms.

In the case where linear dependent vectors are present, the Taylor basis is formulated as a matrix
product of the form

ΦT = Φ̌TT (57)

where Φ̌T is a matrix containing all basis vectors but the P linear dependent modal derivatives in
ΦT . T is a matrix containing the coefficients in the linear combinations. The matrices Φ̌T and
T are of dimension n×

(
3
2N + 1

2N
2 − P

)
and

(
3
2N + 1

2N
2 − P

)
×
(

3
2N + 1

2N
2
)

respectively.
Utilizing the formulation in (57) the relation in (18) is transformed into the šT co-ordinates

V(s) = Φ̌T šT , šT = TsT (58)

As a direct consequence of the relation in (58) the transformation matrices in (35)-(37) are replaced
by the matrices in (59).

Q̌(s) = TQ(s) , Ǔ(s) = TU(s) , P̌(ṡ) = TP(ṡ) (59)

In the examples presented in section 5, used to illustrate the method, linear dependencies exist. In
these cases it is important to stress, that the linear dependent modes are not included in the counting
of DOFs.

4. REDUCED BASIS FORMULATION

In the following section the so-called reduced basis formulation (RBF) based on the work by Nash,
Shi and Mei and Slaats et al. [24, 30, 31] is presented. The principle of the RBF is to manipulate
the internal restoring forces into a global vector polynomial. Significant computational costs can be
saved by evaluating the internal restoring forces on this form compared with the usual element by
element evaluation.

Initially, the formulation is presented when a linear basis is applied. Next, the formulation based
on a Taylor basis is considered. The two formulations are used for a comparison in section 5
analyzing a simple frame structure exposed to dynamic loading in a real-time context.

4.1. RBF with a Linear Basis

The internal restoring forces in (5) are projected onto the basis in (6) which consists of purely linear
modes. Doing so enables the projected stiffness matrices to be written in the form

ΦTK0Φ = K̃0 , ΦTK1(Φs)Φ =

N∑

i=1

K̃1,isi , ΦTK2(Φs,Φs)Φ =

N∑

i=1

N∑

j=1

K̃2,ijsisj (60)
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where the matrices K̃0, K̃1,i and K̃2,ij are constant stiffness coefficients of dimension N×N. The
latter two are defined as

K̃1,i = ΦTK1(ϕi)Φ , K̃2,ij = ΦTK2(ϕi,ϕj)Φ (61)

With the formulation in (60) the projected internal restoring forces take the form

g̃(s) = ΦTg(Φs) =

(
K̃0 +

N∑

i=1

K̃1,isi +

N∑

i=1

N∑

j=1

K̃2,ijsisj

)
s (62)

By introducing the relation for s in (63) with δij to denote the Kronecker delta

s =

N∑

k=1

iksk , ik =
[
δ1k, δ2k, ... δNk

]T
(63)

the projected restoring forces in (62) can be expanded to a cubic vector polynomial

g̃(s) =

N∑

i=1

q̃1,isi +

N∑

i=1

N∑

j=1

q̃2,ijsisj +

N∑

i=1

N∑

j=1

N∑

k=1

q̃3,ijksisjsk (64)

The q̃ vectors in (64) are constant equivalent force vector coefficients of dimension N×1 defined as

q̃1,i = K̃0ii, q̃2,ij = K̃1,iij , q̃3,ijk = K̃2,ijik (65)

The co-ordinate products sisj and sisjsk in (64) remain unchanged when switching the indexes i, j
and k. Utilizing this product symmetry enables the number of summations in (64) to be reduced by
formulating the vector polynomial as

g̃(s) =

N∑

i=1

q̃1,isi +

N∑

i=1

i∑

j=1

q̃∗2,ijsisj +

N∑

i=1

i∑

j=1

j∑

k=1

q̃∗3,ijksisjsk (66)

with the introduced equivalent force vectors

q̃∗2,ij = q̃2,ij + (1− δij)q̃2,ji (67)

q̃∗3,ijk = q̃3,ijk + (q̃3,jki+q̃3,kij)(1− δijδjk)− (q̃3,ikj + q̃3,kji + q̃3,jik)εijk (68)

where εijk is a permutation symbol fulfilling the conditions

εijk = 1 if (i, j, k) = (1, 2, 3) ∨ (2, 3, 1) ∨ (3, 1, 2) (69)
εijk = −1 if (i, j, k) = (3, 2, 1) ∨ (2, 1, 3) ∨ (1, 3, 2) (70)
εijk = 0 if i = j ∨ i = k ∨ j = k (71)

Application of the cubic vector polynomial (66) in equation (7), is referred to as the linear
reduced basis formulation (LRBF). Because the equivalent force vectors are constant, they can
be organized before the simulation. Only the reduced co-ordinates vary during the simulations.
Evaluating the internal restoring forces using (66) is significantly faster than the usual element by
element evaluation.

The amount of vector-scalar products contained in each summation term in (66) is given by the
formula

Tx(N) =

x−1∏

i=0

N + i

1 + i
(72)
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where x refers to the summation order, which is 3 for the formulation in equation (66). For N modes,
the equivalent force vectors in equation (66) are of dimension N×1 and the amount of operations,
when evaluating g̃(s), accumulates to

OLRBF(N) = N ×
3∑

i=1

Ti(N) =
11

6
N2 +N3 +

1

6
N4 (73)

The amount of operations is viewed as a fourth-order polynomial in the number of modes, N.
Because the evaluation of g̃(s) dominates for an increasing number of modes, the computational
time is expected to be proportional to N4.

4.2. RBF with a Second-Order Taylor basis

Taylor basis is considered next. The procedure is the same as in the LRBF case but with a different
result given the quadratic co-ordinate products introduced with the modal derivatives. The projected
internal restoring forces in (26) can be written as a fourth order matrix polynomial

ĝ(sm) =

(
K̂0 +

N∑

i=1

K̂1,isi +

N∑

i=1

N∑

j=1

K̂2,ijsisj +

N∑

i=1

N∑

j=1

N∑

k=1

K̂3,ijksisjsk+

N∑

i=1

N∑

j=1

N∑

k=1

N∑

l=i

K̂4,ijklsisjsksl

)
sT (74)

The matrices K̂0, K̂1, K̂2,ij , K̂3,ijk and K̂4,ijkl are all constant and of dimension ( 3
2N + 1

2N
2)×

( 3
2N + 1

2N
2). Given the definition ∂ϕij = 1

2 (∂ϕi

∂sj
+

∂ϕj

∂si
), the matrices are defined as

K̂0 =(ΦT )TK0ΦT (75)

K̂1,i =(ΦT )TK1(ϕi)ΦT (76)

K̂2,ij =(ΦT )T
(
K1

(
∂ϕij

)
+ K2(ϕi,ϕj)

)
ΦT (77)

K̂3,ijk =(ΦT )T
(
K2

(
ϕi, ∂ϕjk

)
+ K2

(
∂ϕjk,ϕi

))
ΦT (78)

K̂4,ijkl =(ΦT )T
(
K2(∂ϕij , ∂ϕkl

)
+ K2

(
∂ϕkl, ∂ϕij

)
)ΦT (79)

The expression in (74) is converted into a vector polynomial by introducing the co-ordinate vector
sT of the form

sT =

{
s

sH

}
=

{
s
0a

}
+

{
0b
sH

}
=

N∑

i=1

iisi +

N∑

i=1

i∑

n=1

iijsisj (80)

where 0a and 0b are zero vectors of dimension 1
2 (N +N2)×1 and N×1, respectively. Moreover the

vectors im and imn are given in the form

ii =
[
δ1i δ2i ... δNi 0Ta

]T
(81)

iij =
[
0Tb δ1iδj1 δ2iδj1 δ2iδj2 δ3iδj1 δ3iδj2 δ3iδj3 δ4iδj1 ... δNiδjN

]T
(82)

By introducing the formulation in (80) into (74), the following six types of constant equivalent force
vectors can be organized as

q̂1,i = K̂0ii (83)

q2,ij = K̂1,iij + K̂0iij (84)

q̂3,ijk = K̂2,ijik + K̂1,iijk (85)

q̂4,ijkl = K̂3,ijkil + K̂2,ijikl (86)

q̂5,ijklm = K̂4,ijklim + K̂3,ijkilm (87)

q̂6,ijklmn = K̂4,ijklimn (88)
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Utilizing the symmetry of the co-ordinate products in (74) enables the restoring forces to be written
in on the reduced polynomial vector form

ĝ(sp) =

N∑

i=1

q1,isi +

N∑

i=1

i∑

j=1

q∗2,ijsisj +

N∑

i=1

i∑

j=1

j∑

k=1

q∗3,ijksisjsk+

N∑

i=1

i∑

j=1

j∑

k=1

k∑

l=1

q∗4,ijklsisjsksl +

N∑

i=1

i∑

j=1

k∑

k=1

k∑

l=1

l∑

m=1

q∗5,ijklmsisjskslsm+

N∑

i=1

i∑

j=1

j∑

k=1

k∑

l=1

l∑

m=1

m∑

n=1

q∗6,ijklmnsisjskslsmsn (89)

with ()∗ denoting the assemblage of the equivalent force vectors adjusted to the symmetry
organization. In the following section, the formulation in (89) is referred to as the Taylor reduced
basis formulation (TRBF). The TRBF can also be written in the more compact matrix format

ĝ(sp) = Q̂ŝ (90)

with the matrix definitions

Q̂ =
[
q̂∗1,1 q̂∗1,2 ... q̂∗1,N q̂∗2,11 q̂∗2,21 q̂∗2,22 ... q̂∗2,NN q̂∗3,111 ... q̂∗6,NNNNNN

]

ŝ =
[
s1 s2 ... sN s1s1 s2s1 s2s2 ... sNsN s1s1s1 ... sNsNsNsNsNsN

]T

The formulation in (90) is used in the numerical simulations presented in the following section.
The vector ŝ must be organized in every integration step, whereas Q̂ is constant.

When evaluating the internal restoring forces in the TRBF, the number of operations is taken as
the number of operations in (89) plus those from the transformation in (42). For N linear modes and
1
2

(
N +N2

)
modal derivatives, the equivalent force vectors are of dimension ( 3

2N + 1
2N

2)× 1 and
the number of operations is evaluated from the polynomial

OTRBF(N) =

(
3

2
N +

1

2
N2

)
×

6∑

i=1

Ti(N) +N ×
(

3

2
N +

1

2
N2

)

=
227

40
N2 +

553

120
N3 +

3829

1440
N4 +

7

8
N5 +

119

720
N6 +

1

60
N7 +

1

1440
N8 (91)

The number of operations in (91) is significantly higher than in (73) for N modes. However, (91)
also includes additional 1

2 (N +N2) modal derivatives.
In the case where P linear dependent modes appear, the equivalent force vectors will be reduced to

be of dimension ( 3
2N + 1

2N
2 − P )× 1. This will reduce the amount of operations in (89) as well.

Furthermore, by replacing the transformation matrix U in (42) by Ǔ in (59), a further reduction
is introduced, because the dimensions of the latter transformation matrix are smaller. The effect is
illustrated with an example in section 5.

4.3. Computational Savings

An estimate is made for the relative computational savings achieved if using the TRBF instead of the
LRBF. The estimate is taken as the ratio of the number of operations included in the formulations of
the internal restoring forces in (89) and (66), respectively. A main portion of the the time integration
is spent on the internal restoring forces, which should provide a good estimate.

When considering the ratio between the products in (91) and (73) an equal number of modes
should be included. Therefore, 1

2 (N +N2) additional modes should be introduced in (73) to account
for the modal derivatives implicitly contained in (91). Thus, the ratio between the number of
products in (91) and (73) for an infinite number of modes converges toward the value

lim
N→∞

OTRBF(N)

OLRBF(Ns)
→ 1

15
, Ns = N +

1

2
(N +N2) (92)
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the number of operations is viewed as being reduced to approximately 1/15 using a Taylor basis
instead of a linear basis formulation in the limit state. However, because the generation of the
transformation matrices in (35)-(37) and the co-ordinate vector ŝ in (90) are not included in the
relative estimate in (92), the ratio represents a lower bound value for the relative computational time.
Furthermore, an important point to stress is that the estimate in (92) is based on the assumptions
that no linear dependent modes are present.

5. ILLUSTRATIVE EXAMPLE - SIMPLE FRAME

In the following section the computational time, stability, and precision of the TRBF and the LRBF
are considered. For this purpose a simple example with a kinematic nonlinear frame modelled using
two-dimensional Euler-Bernoulli beam elements is studied. The simulations are executed on an in-
house MATLAB code on a standard PC with an Intel Core I7 3036QM processor with four cores, 2.4
GHz and 8 GB RAM. The code cannot be considered optimized and faster devices further increase
the real-time capacity than that which is presented in the following section. However, the result are
good indicators of the real-time potential of the formulations applied.

First, cable geometry, loading and other factors are presented. Then, the element formulation and
an example of the various equivalent force vectors in the TRBF and LRBF are given. Finally, the
simulation results are presented with a focus on precision, stability, and simulation times.

5.1. Frame Geometry and Loading

Figure 3 indicates that a frame of two equally long elements of length l are connected vertically
to each other. The horizontal element is referred to as the frame beam and the vertical element
as the frame column. Both elements have solid circular cross-sections with diameter D, Young’s
modulus E, cross sectional area A, second moment of area I and density per length ρ. The frame is
simple supported. To enhance the kinematic nonlinear effects, the frame corner is restricted against
the horizontal displacements. Furthermore, the beam is loaded by a harmonic line load, p(t), with
amplitude, A, of the form

p(t) = A · sin(ωt) (93)

In Table I the applied load and frame parameters are presented.

l

l

EI, EA, ρ

EI, EA, ρ

p(t)

Figure 3. Simple frame.

5.2. Plane Beam Finite Element Formulation

The plane beam element illustrated in Figure 4 is used to model the simple frame. This element is
identical to the one used in [23], which presents the full details of the element formulation. In the
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present study, only a brief description is provided. The element has two nodes with three DOFs at

l

v1x v2xv1y v2y

θ1 θ2

Figure 4. Plane beam element.

each node consisting of the translational DOFs vix and viy and the rotational DOFs θi, i ε [1;2].
The element spans the domain Ωel and is of length lel. To describe the transverse and axial beam
deformations, denoted w and u, are used second-order and first-order shape functions, respectively.

The kinematic nonlinear EOM in (4) are organized through the concept of virtual work, such as
in [32]

∫

Ωel

(
δuT ρü + δuT du̇ + δεTσ

)
dΩel =

[
δuT f

]l
0

+

∫

Ωel

δuTp dΩel (94)

δ() represents the virtual components, ρ represents the material density per length unit, d is a material
damping parameter analogous to viscosity, ε represents the work conjugate strain fields, and σ
represents the generalized stresses. Furthermore the external forces are collected in vectors with f
representing the concentrated forces at the nodes and p representing the transverse and horizontal
line loads along the beam element.

The generalized stresses and work conjugate strains consist of the normal force N, the moment
M, the axial strain ε, and the curvature κ. Using the previously introduced Lagrange strain measures
for plane beams

ε =

{
ε
κ

}
=

{
u′ + 1

2 (w′)2

w′′

}
(95)

with ()′ = ∂()/∂x, the element local internal restoring forces can be derived as

gel(vel) =

∫

Ωel

(
BTDB +

EA

2

(
BT
ε vTG + 2GvBε + GvvTG

))

el

vel dΩel (96)

where D is a material stiffness matrix and v is the element local DOF vector. Furthermore, B, Bε,
and G are strain interpolation matrices originating from the strain measures u′, w′′, and 1

2 (w′)2,
respectively. Furthermore, the matrix G is symmetric.

The global internal restoring forces are found by introducing the transformation matrix L̃el that
relates the local DOF vector vel with the global DOF vector V.

vel = L̃elV = Ṽel (97)

Inserting (97) into (96) and adding all local element contributions together the internal restoring
forces on the global form, with nel denoting the number of elements, are given as

g(V) =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB +

EA

2

(
BT
ε ṼTG + 2GṼBε

)
+
EA

2
GṼṼTG

)

el

Ṽel dΩel (98)

The formulation in (98) is in the same form as in (5) with the following matrix definitions

K0 =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB

)
el

L̃el dΩel (99)

K1(V) =

nel∑

el=1

L̃Tel

∫

Ω

EA

2

(
BT
ε ṼTG + 2GṼBε

)
el

L̃el dΩel (100)

K2(V,V) =

nel∑

el=1

L̃Tel

∫

Ωel

EA

2

(
GṼṼTG

)
el

L̃el dΩel (101)
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From (99)-(101) the equivalent force vectors are organized.

5.3. Taylor Equivalent Force Vectors

On the basis of the introduced stiffness matrices in (99)-(101) the equivalent force vectors defined
in (83)-(88) are identified. Using the definitions

Φ̃T,el = L̃elΦT , ϕ̃i,el = L̃elϕi (102)

the equivalent force vectors are identified as

q̂1,i =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

(
BTDBΦ̃T

)

el

ii dΩel (103)

q̂2,ij =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

(
EA

2

(
BT
ε ϕ̃

T
i G + 2Gϕ̃iBε

)
Φ̃T ij + BTDBΦ̃T iij

)

el

dΩel (104)

q̂3,ijk =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

EA

2

((
BT
ε ϕ̃

T
i G + 2Gϕ̃iBε

)
Φ̃T ijk+

(
BT
ε ∂ϕ̃

T
ijG + 2G∂ϕ̃ijBε + Gϕ̃iϕ̃

T
j G
)
Φ̃T ik

)

el

dΩel (105)

q̂4,ijkl =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

EA

2

(
G(ϕ̃i∂ϕ̃

T
jk + ∂ϕ̃jkϕ̃

T
i )GΦ̃T il+

(
BT
ε ∂ϕ̃

T
ijG + 2G∂ϕ̃ijBε + Gϕ̃iϕ̃

T
j G
)
Φ̃T ikl

)

el

dΩel (106)

q̂5,ijklm =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

EA

2
G

((
∂ϕ̃ij∂ϕ̃

T
kl + ∂ϕ̃kl∂ϕ̃

T
ij

)
GΦ̃T im+

(ϕ̃i∂ϕ̃
T
jk + ∂ϕ̃jkϕ̃

T
i )GΦ̃T ilm

)

el

dΩel (107)

q̂6,ijklmn =

nel∑

el=1

Φ̃
T

T,el

∫

Ωel

EA

2

(
G
(
∂ϕ̃ij∂ϕ̃

T
kl + ∂ϕ̃kl∂ϕ̃

T
ij

)
GΦ̃T

)

el

imn dΩel (108)

The equivalent force vectors in (103)-(108) are evaluated and then organized into symmetry force
vectors q̂∗ as introduced in equation (89). The present authors use a simple algorithm for this
purpose.

The equivalent force vectors defined in (65) for the LRBF are given as the terms in (103)-(105)
with ΦT replaced by Φ, and ∂ϕ̃ij and iij set to zero.

5.4. Secant stiffness of Differentiated Form

To determine the modal derivatives from the equations in (54), the secant stiffness matrix, is required
and differentiated with respect to the reduced co-ordinate sj . The secant stiffness is given as the sum
of the stiffness matrices in (99)-(101)

Ks(V) =

nel∑

el=1

L̃Tel

∫

Ωel

(
BTDB +

EA

2

(
BT
ε ṼTG + 2GṼBε + GṼṼTG

))

el

L̃el dΩel

Differentiating this equation with respect to sj results in the formulation

∂Ks(V)

∂sj
=

nel∑

el=1

L̃Tel

∫

Ωel

EA

2

(
BT
ε

∂Ṽ

∂sj

T

G + 2G
∂Ṽ

∂sj
Bε + G

(
∂Ṽ

∂sj
ṼT + Ṽ

∂Ṽ

∂sj

T
)

G

)

el

L̃el dΩel
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with the displacement vector of the differentiated form given as

∂V(sl)

∂sk
=

∂

∂sk

(
N∑

i=1

ϕisi +
1

2

N∑

i=1

N∑

j=1

(
∂ϕi
∂sj

+
∂ϕj
∂si

)
sisj

)

=ϕk +

N∑

i=1

(
2
∂ϕi
∂sk

+
∂ϕk
∂si

)
si +

1

2

N∑

i=1

N∑

j=1

(
∂2ϕi
∂sj∂sk

+
∂2ϕj
∂si∂sk

)
sisj (109)

From the content of (109), the differentiated secant stiffness is viewed as implicitly dependent on
the modal derivatives in the case that a nonzero displacement field is introduced, that is, si 6= 0. In
contrast, if si = 0, the secant stiffness is only a function of the linear modes, ϕk.

5.5. Case Validation of the Simple Frame

Whether the simple frame presented in section 5.1 displays sufficiently nonlinear behavior to be
considered a relevant case study for testing, the precision and computational speed of the TRBF
was determined. For this determination the linear and nonlinear responses of the simple frame are
compared. The beam element used for this purpose was tested and validated against a commercial
finite element program in [23].

Figure 5 plots the linear and nonlinear responses to the transverse center deformation in the
frame beam. The responses are based on a finite element model using 20 elements to model
both the frame beam and the column. Time integration is conducted using the implicit Newmark
scheme and the explicit CDM scheme. Both time integration schemes are implemented in linear and
nonlinear versions. The four responses represent the linear Newmark response (LN), the nonlinear
Newmark response (NN), the linear CDM response (LC), and the nonlinear CDM response (NC).
All simulations are performed with a time step ∆t = 4.5 · 10−5 s, and a ten-second period is
considered. Furthermore, the integration parameters used in the Newmark scheme correspond to
the average acceleration case.
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Figure 5. Transverse deformation of the frame beam midpoint using linear Newmark (LN), linear CDM
(LC), nonlinear Newmark (NN) and nonlinear CDM (NC) integration schemes.

From the plot in Figure 5, the linear responses are observed to be identical, as are the nonlinear
responses. Furthermore, the linear and nonlinear responses are viewed as significantly different. In
the linear case, the amplitude appears to grow unbounded, whereas the amplitude is bounded in the
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nonlinear case and reaches its maximum after approximately five seconds. The smaller amplitude
in the nonlinear response compared with the linear response indicates an increasing stiffness
attributable to the frame deformation. The stiffness increase also increases the frequency which
causes the maxima and minima of the nonlinear response to be ”ahead of” the linear maxima and
minima. Altogether, the nonlinear behavior of the system is significant and the frame is considered
a relevant case study.

5.6. Precision and Stability of Reduced Basis Formulations

In the following section, the LRBF and TRBF, as presented in section 4, are used to analyze the
simple frame with a focus on precision and stability. For this purpose, implementing the reduced
basis formulations in the CDM integration scheme, is selected. The argument for selecting an
explicit scheme is that it is simple to implement and equilibrium iterations are avoided.

When executing the simulations using the TRBF, always including all of the modal derivatives
associated with the N included linear modes, is selected. Associated modal derivatives means all of
the terms (∂ϕi/∂sj + (1− δij)∂ϕj/∂si) for i, j ε [1;N] ∧ i≥ j. Therefore, in the event that N linear
modes are included in the basis, then adding one additional linear mode increases the number of
modes by the number N+2 .

First, the precision of the TRBF and the LRBF is evaluated by considering the transverse
deformation of the frame beam midpoint. For this purpose, the FEM model introduced in the
previous section is used.

In Figure 6, three responses are plotted on the basis on the TRBF containing one, three, and six
linear modes. The numbers at the end of the figure legends refer to the number of linear modes
included. The LRBF responses are found to be identical with the TRBF responses. Therefore, only
a single LRBF response including six linear modes and the associated modal derivatives is included
in the figure. To check the precision of the reduced basis formulations the NC solution presented in
Figure 5, is also plotted.
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Figure 6. Transverse deformation of beam midpoint considering (a) a 10 second interval and (b) a close up.

The TRBF1 curve is observed to diverge significantly from the remaining responses as time
elapses because it does not contain a sufficient number of modes to represent the nonlinear solution.
However, the TRBF curves are observed to rapidly converge towards the NC solution as the number
of modes increase. A close-up of Figure 6b shows that the TRBF is more or less identical with the
NC solution for three or more linear modes. Thus, the conclusion is made that the TRBF and LRBF
exhibit equal precision and that they work as intended.

The simulation times of the TRBF6, the LRBF6, and NC responses were 0.7 s, 13.4 s, and 559.5
s, respectively. Thus, in the given case, the TRBF is approximately 20 times faster than the LRBF
and approximately 800 times faster than the NC algorithm. The simulations were executed with
the time step magnitudes ∆tTRBF =10−3 s, ∆tLRBF = 10−4 s and ∆tNC = 4.5 · 10−5 s. Increasing
the time step magnitudes for the NC algorithm and the LRBF algorithm, resulted in instability.
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However, the time step of the TRBF could be further increased up to a magnitude of ∆t=28·10−3

s, before instability occurred. However, the further increase in time step magnitude resulted in
response deviations. From this observation it appears that the TRBF exhibits significantly higher
stability than the other algorithms. The immediate explanation for this view is that the TRBF is
transformed into the linear co-ordinate system of equations in (44). This system of equations only
represent the frequencies of the linear modes, which are usually lower than the frequencies of the
modal derivatives.

A more in-depth analysis of the stability of the TRBF and the LRBF are presented in Figure 7,
which indicates the maximum allowed time step magnitudes, ∆tTRBF and ∆tLRBF, before instability
occurs as a function of the frequencies, ωL and ωH, given in the unit Hz. The former frequency refers
to the highest frequency associated with the linear modes of the system, and ωH refers to the highest
frequency associated with the modal derivatives in the system. These frequencies can be evaluated
directly using the applied FEM program or by Rayleigh’s quotient as

ω2
L =

ϕTi K0ϕi
ϕTi Mϕi

, ω2
H =

∂ϕTijK0∂ϕij

∂ϕTijM∂ϕij
(110)

For simplicity, only a single linear mode and its associated modal derivative are included in the
analysis.

Two analytical stability limits, ∆tL and ∆tH, are also plotted in Figure 7. These limits are taken as
the stability requirement for the CDM method in the linear case, see e.g. [33], with the frequencies
in (110) inserted with the unit Hz

∆tL =
1

πωL
, ∆tH =

1

πωH
(111)

To investigate the stability of the algorithms for a wide range of frequencies, the mass was scaled
during the analysis. Furthermore a time interval of 100 s was used for each frequency ”state”
considered.
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Figure 7. Stability Curves for the TRBF (left) and the LRBF (right).

From the left plot in Figure 7 the time step applied in the TRBF, ∆tTRBF, is viewed as having the
same order of magnitude as the analytical time step, ∆tL. In particular for frequencies ωL > 2.5 Hz
the ∆tTRBF curve and the ∆tL curve are very close, with the former curve deviating by a maximum
of 10 percent. For ωL < 2.5 Hz, the deviation between the curves is slightly more significant, with
a maximum relative deviation of 30 percent for ωL =0.72 Hz, corresponding to the third mark from
the left. The time step of the LRBF, ∆tTRBF, shown on the right plot in Figure 7, is viewed as
in the same order of magnitude as the analytical time step ∆tL on basis of the frequency of the
modal derivatives. The relative deviation between the curves is in the 8-10 percent interval for the
frequency domain considered.
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The observations indicate that the stability of the TRBF is independent of the included modal
derivative. Furthermore, an approximate magnitude for the ratio between the time step magnitudes
is given as the ratio between the two analytical stability limits

∆tTRBF

∆tLRBF
≈ ∆tL

∆tH
=
ωH
ωL

(112)

As indicated by the magnitudes of the frequencies in Figure 7, that ωH � ωL is not unlikely.
Thus, potentially the time steps applied in the TRBF can be significantly increased compared with
when using, for instance, the LRBF or the NC algorithm. In the given case the frequency of the sixth
linear mode was ω6 = 10.76 Hz, which corresponds to at time step stability limit of magnitude

∆tlim =
1

π · 10.76 Hz
= 30 · 10−3 s (113)

The time step magnitude in (113) is close to the above reported stability limit for the TRBF.

5.7. Real-time Simulations

Next, a more in-depth analysis of the simulation times using the TRBF and LRBF are considered
for a varying number of modes. In this context, stressing that the response precision is not in focus,
is important. The analysis is intended to provide a general idea of the real-time capacity of the
presented methods. Furthermore, for simplicity, ignoring the apparent higher stability properties of
the TRBF compared with the LRBF, with respect to time step magnitudes, is chosen. Thus, the
comparison of the methods is based on equal time step magnitudes.

Two cases are considered in the analysis. In the first case the present frame structure including
linear dependent modes is considered. During the analysis it was found that for seven or more
linear modes, some of the modal derivatives became linear dependent. In the second case an
idealised frame without linear dependent modes are considered. It was possible to ’remove’ the
linear dependencies by adjusting a tolerance applied in the simulations. The point of considering
a case without linear dependent modes, is to have an idea of the full potential of the TRBF. It is
expected, that for larger structures with increased complexity, a higher number of modes can be
included, before linear dependencies are introduced. This is supported by the fact, that in [23] the
first linear dependent mode was already introduced for three linear modes, considering a simple
horizontal cable. It is therefore valid to consider the real-time potential of the TRBF method when
no linear dependencies exist.

Figure 8a plots the time spent on simulating the ten-second long response of the considered
frame as a function of the sum of linear modes and modal derivatives, NS = 3

2N + 1
2N

2. The
horizontal dashed line represents the simulation time. Result points below this line represent real-
time simulations, whereas the result points above the line exceed the real-time execution. All
simulations are executed with a time step magnitude of ∆t=10−3 s, because it is a commonly applied
time step magnitude in hybrid testing, such as in [5,6,34,35]. However, that the time step depends on
the structure considered, should be stressed. To keep simulations stable with the given time step, the
density of the frame was continuously increased when increasing the modes to lower the frequencies
of the system.

Three curves are shown in Figure 8a; one referring to simulations with the LRBF, t LRBF, and
two representing the simulation times, when using the TRBF, referred to as t∗TRBF and tTRBF,
respectively. The t∗TRBF curve represents the simple frame including the linear dependent modes,
whereas the tTRBF curve represents the case without linear dependent modes. The marks a, b and c
in Figure 8a represent the equivalent points of the two curves, i.e. the points with the same number
of modes. However, in the t∗TRBF curve, the linear dependent modes are not included in the counting,
and the curve is therefore shifted towards the left compared to the tTRBF curve. Furthermore, as
discussed in the end of section 4.2, the computational time, when using the TRBF, is smaller when
linear dependencies are included. For seven linear modes, two linear dependent modal derivatives
exist. This is increased to twenty-eight linear dependent modes for twelve linear modes (point a).
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Figure 8. Simulation time using Taylor formulation, tTRBF, and symmetry formulation, tLRBF, as a function
of the sum of the number of linear modes and modal derivatives, Ns.

Thus, a rapid increase in the number of linear dependent modes exist. This must be due to the simple
structural system considered.

The simulation times from Figure 8a are viewed as a nonlinear function of the number of modes.
This observation is expected because the number of operations involved in the evaluation of the
internal restoring forces in (66) and (89) is a nonlinear function of the number of modes. The tLRBF
curve exceeds the real-time limit that goes from 44 to 45 modes, the t∗TRBF curve exceeds the real-
time limit that goes from 59 to 62 modes, and the tTRBF curve exceeds the real-time limit that goes
from 65 to 77 modes. The 44 and 59 modes as real-time capacities correspond to a relative modal
increase of 34 percent when using the TRBF compared with the LRBF. Considering the 44 and 65
modes as the real-time capacities, correspond to a relative modal increase of 45 percent.

The simulation times presented in Figure 8a indicate that the horizontal distance between curves,
tLRBF and tTRBF, keeps increasing when going beyond the real-time limit, tsim. Thus, in a sense an
unresolved time reduction potential is present. Therefore, implementing the algorithms on faster
devices makes it possible to include further modes in real-time simulations and to increasingly
utilize the time reduction potential of the Taylor basis. The gradient of the t∗TRBF curve, on the other
hand, is seen to increase faster than the other curves. This is because the number of linear dependent
modes increases.

Figure 8b plots the relative simulation time, rt, and the lower bound estimate for the relative time,
rl, which was introduced previously. These variables are defined as

rt =
tTRBF(Ns)

tLRBF(Ns)
, rl =

OTRBF(Ns)

OLRBF(Ns)
(114)

To begin to understand the full time reduction potential, the relative simulation times in (114) can
be considered. The plot in Figure 8b indicates that the rt curve initially increases up to nine modes
and reaches a maximum value of approximately 170 percent. In other words at this point, the LRBF
is much faster than the TRBF. Then, a rapid decrease occurs for an increasing number of modes and
continues until reaching a local minima of 7 percent (≈ 1/15) at 54 modes. At this point, the rt curve
is also viewed as intersecting with the rl curve. Beyond this point, the rt curve fluctuates slightly;
but is observed as remaining in the domain of one order of magnitude, which is slightly higher than
the lower bound estimate, rl.

The initial increase in the rt curve can be partly explained by the transformations required in the
TRBF. The involved transformation operations are relatively significant for a small number of modes
and, therefore, significantly increase the ratio. For an increasing number of modes, the evaluation
of the internal restoring forces becomes dominant given its nonlinear formulation. This dominance
is indicated by the fact that the rt curve starts to rapidly approach the rl curve beyond nine modes.
The irregular behavior beyond this point is attributed to the fluctuating computational performance.
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6. CONCLUSION

In the present work the real-time potential of using a Taylor basis on kinematic nonlinear systems
was investigated. The advantage of using a Taylor basis is that additional modes can be included
as modal derivatives with the corresponding reduced co-ordinates given as a product of the linear
mode co-ordinates. This relation can be utilized to project a discretized system onto a Taylor basis
representing N linear modes and 1

2 (N+N2) modal derivatives containing only N unknowns. The
Taylor basis formulation has been implemented and tested against a former arranged linear basis
method applicable for real-time simulations. The tests showed that the Taylor basis improves the
efficiency of the simulations significantly. In a real-time analysis of a nonlinear frame, the number
of modes in the Taylor basis could be increased by more than thirty percent, compared with the usual
linear basis, with a time step of magnitude ∆t = 10−3 s on a standard PC. Furthermore, the Taylor
basis exhibits much higher stability than the linear basis method. A simple analysis indicated that
an approximate magnitude for the ratio between the time steps applied when using a Taylor basis
and a linear basis method, is given as the ratio between the frequencies of the modal derivatives
and the linear modes included in the model. Because the frequencies of the modal derivatives
are typically significant higher than the linear mode frequencies, this difference potentially allows
for a significantly higher time step to be applied with a Taylor basis. By utilizing this stability
improvement in the analysis of the nonlinear frame, the computational time was shown to be reduced
by one order of magnitude if the Taylor basis was used instead of the linear basis formulation.

A. TRANSFORMATION OF THE TAYLOR-BASED EQUATIONS OF MOTION

In the following appendix it is illustrated how the EOM projected onto the Taylor basis is
transformed from the (sT , ṡT , s̈T ) co-ordinates to the (s, ṡ, s̈) co-ordinates. The starting point is
the system of equations in (23)

m̂s̈T + ĉṡT + ĝ(sT ) = f̂(t) (115)

For the purpose, two matrices are introduced

H =

[
I
0

]
, Eij = ET

ji =



δ1iδj1 δ1iδj2 δ1iδj3 ... δ1iδjN
δ2iδj1 δ2iδj2 δ2iδj3 ... δ2iδjN
. . . ... .

δNiδj1 δNiδj2 δNiδj3 ... δNiδjN


 (116)

with I being a unit matrix of dimension N×N, 0 a zero matrix of dimension 1
2 (N+N2)×N and Eij a

N×N matrix of the Kronecker’s delta products. Furthermore, the vectors

eij =

{
0

dij

}
, dij =





δ1iδj1
δ2iδj1
δ2iδj2
δ3iδj1
δ3iδj2
.

δNiδjN





(117)

are introduced, with dij being a vector of dimension 1
2 (N+N2)×1, 0 a zero vector of dimension

N×1 and eij a vector of dimension
(

3
2N + 1

2N2
)
×1. The vector s is also introduced in a sum

format written in the following manner

s =

N∑

k=1

hksk, hTk =
[
δ1k δ2k ... δNk

]
(118)
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Given these defined vectors and matrices, the relation between sT and s is written as

sT =

(
H +

N∑

i=1

i∑

j=1

eijs
TEij

)
s

= (H + W(s)) s

=Q(s)s (119)

with the introduced definitions

W(s) =

N∑

i=1

i∑

j=1

eijs
TEij , Q(s) = H + W(s) (120)

Furthermore, the relation between ṡT and s is

ṡT =

(
H +

N∑

i=1

i∑

j=1

eijs
T (Eij + Eji)

)
ṡ

= (H + R(s)) ṡ

=U(s)ṡ (121)

where

U(s) = H + R(s) , R(s) =

N∑

i=1

i∑

j=1

eijs
T (Eij + Eji) (122)

The sT vector is related to the (s, ṡ, s̈) coordinates through the relation

s̈T =U(s)s̈ + 2

N∑

i=1

i∑

j=1

eij ṡ
TEij ṡ

=U(s)s̈ + 2P(ṡ)ṡ (123)

where

P(ṡ) =

N∑

i=1

i∑

j=1

eij ṡ
TEij (124)

Finally the variation δsT can be related using the expression

δsT = U(s)δs (125)

Introducing the sum formulation in (118) into the definitions for the matrices W(s), R(s) and
P(ṡ) enables them to be written in a more compact form as

W(s) =

N∑

k=1

Aksk, R(s) =

N∑

k=1

Bksk, P(ṡ) =

N∑

k=1

Akṡk (126)

with the constant matrices

Ak =

N∑

i=1

i∑

j=1

eijh
T
kEij , Bk =

N∑

i=1

i∑

j=1

eijh
T
k (Eij + Eji) (127)
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Abstract

This paper represents a single component multi rate real time hybrid simulation (mrRTHS) strategy for experimental
assessment of a cantilever Glass Fiber Reinforced Polymer (GFRP) beam loaded at the tip by a sinusoidal point load.
This emulated structure is implemented as a simplified wind turbine blade in terms of geometry, scale and load – here
with special attention paid to the root and max chord section. For that reason the experimental substructure
comprises the clamped end of the GFRP beam while the free end makes up the numerical substructure. The
partitioning between the numerical and experimental substructure – referred to here as the shared boundary
includes a discrete point with 3 degrees of freedom (dof). The numerical substructure generates a displacement signal
through a Taylor basis with a coarse time step of t = 20 msec to optimize computational resources. Using the current

and three previous displacement data points, a finer control signal is generated with a time step of t = 2 msec to
ensure accurate actuator control in the transfer system. The hybrid simulation communication loop is operated
through a Laboratory Engineering Workshop (LabVIEW) real time target which combines an onboard reconfigurable
field programmable gate array (FPGA) and real time single core processor within the same chassis. A DIC and inertia
compensator is implemented to account for the compliance and dynamics imposed by the load train in the transfer
system. The structural response is investigated by mrRTHS for an execution frequency in the range: 0.074Hz – 2.96Hz
for the sinusoidal point load. The system performance is evaluated against a numerical model of the emulated
structure – referred to here as the reference. For the translational dofs at the shared boundary a root mean square
(RMS) error of 19.37% to 21.59% in the x direction and 15.01% to 16.23% in the y direction is identified between the
mrRTHS and reference. The rotation at the shared boundary exhibits an RMS error of 56.84% to 67.99%. This is a
significant RMS error which is induced in the mrRTHS given that the commanded rotation defined by the numerical
substructure was erroneously reduced by a factor of /180. However the overall system performance proved
successful which is an important milestone in the effort of performing a successful single component mrRTHS on a
wind turbine blade.

1. Introduction

Hybrid simulation is a substructuring technique where a structure of interest is emulated by combining the
advantages of numerical modelling with those of experimental testing [1], [2]. The coupling governed through the
interface between the numerical and experimental substructure – referred to here as the shared boundary – is
achieved by maintaining the compatibility and equilibrium at the interface. During the test, a predefined external load
is applied the numerical substructure and the corresponding response computed. Through a communication loop, the
displacement at the shared boundary is acquired and applied to the experimental substructure through a servo
hydraulic transfer system. The forces required to deform the experimental substructure – referred to here as the
reaction force – are fed back to the numerical substructure to reveal the response of the emulated structure. The
experimental and numerical substructure, communication loop and servo hydraulic transfer system combine to form
the hybrid simulation.
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The research within hybrid simulation has primary been focusing on testing of seismic protection of building
structures on a real time and extended time scale [3], [4], [5], [6]. Here the shared boundary between the numerical
and experimental substructure typically consist of a discrete point with a few degree of freedom (dof) referred to
here as multi component hybrid simulation. For this application, the load bearing structure has been simulated in a
numerical model while e.g. damping fixtures has been tested experimentally including: elastomer [7], stud types [8],
[9] and magneto rheological [10], [11], [12]. However multi component hybrid simulation is becoming a mature and
reliable technology, which opens the opportunity to spread the hybrid simulation technique within other application
areas [13].

Wind turbines are progressively used as a substitute to fossil fuels and the demand for larger and more energy
producing turbines are needed. Thus demands for optimization yields test methods able to accurately determine the
wind turbine blade response to major static and dynamic forces acting on the blade during service. The ambition to
improve the structural and operational performance within the industry of wind turbines [14] has resulted in
extensive research within large scale and high performance composite structures. In these efforts, testing has primary
been focusing on two scales: full scale and coupon material testing [15]. However to address shortcomings in full scale
and material testing, the hybrid simulation concept is implemented as a substructural technique for large scale
composite structures – referred to here as single component hybrid simulation.

Single component hybrid simulation is a substructuring technique, capable of evaluating the global response of the
emulated structure when exposed to local effects and advanced load configurations. However the single component
hybrid simulation technique highly complicates the numerical and experimental substructure due to the complex
geometry and material characterization [16]. Furthermore, the transferring of response at the shared boundary is
continues along the edge instead of e.g. a clearly defined hinge as mentioned above. The operation of the shared
boundary justifies the need for advanced measuring techniques to ensure a high degree of accuracy in the
displacement imposed on the shared boundary of the experimental substructure [17], [18]. Previous research has
been done within the field of single component hybrid simulation on a composite structure with the shared boundary
covering; a single discrete point with multiple and single axis control. However both publications only cover the quasi
static regime which is inadequate given the significance of strain rate and inertia effects on composite structures [19].

To include the dynamic effects on both the numerical and experimental substructure, Real Time Hybrid Simulation
(RTHS) is implemented. RTHS includes critical time constraints throughout the entire system to ensure accuracy and
stability of the experiment [20]. Given the increased complexity of the numerical substructure within single
component hybrid simulation, this time constraints can be difficult to meet with the available on board computational
resources due to the implementation of e.g. non linear effects along with numerous degrees of freedom. For that
reason, the numerical substructure may require an extended integration time to be solved in real time. However
another principle aspect in the RTHS lies in the shared boundary, which needs to follow a continuous time history of
displacement, velocity or acceleration [21]. Given that the output from the numerical substructure is discrete, fine
time steps is required to ensure accurate actuator control. To optimize the available computational resources and
enhance flexibility to the RTHS architecture, the numerical substructure and shared boundary is executed at different
rates – referred to here as multi rate real time hybrid simulation (mrRTHS) [22].

The scope of this paper is to perform an experimental assessment of a cantilever thin walled GFRP beam with a
rectangular cross sectional geometry using single component mrRTHS. The cantilever beam is loaded at the tip by a
sinusoidal point load representing a simplified wind turbine blade in terms of geometry, scale and loads. With the root
and max chord section as the area of special interest of the wind turbine blade [23] the clamped end of the GFRP
beam is chosen as the experimental substructure while the free end makes up the numerical substructure. The
partitioning between the numerical and experimental substructure is described by a discrete point with 3 dofs. The
mrRTHS communication loop is operated through a Laboratory Virtual Engineering Workshop (LabVIEW) real time
target capable of providing deterministic and real time performance for data acquisition and control systems. Digital



Image Correlation (DIC) is implemented as a method of adjusting the dynamically imposed displacement at the shared
boundary, to fit the command signal received by the numerical model. Furthermore an inertia compensator is
implemented to erase the dynamic effects implemented by the mass of the load train [24]. Compensation of
communication delay and dynamics of the transfer system are conducted through a suitable compensator to ensure
accuracy and stability in the communication loop. A so called Taylor basis is applied in the numerical simulation of the
mrRTHS, as this provides a computational efficient way of including the nonlinearities in the model, cf. [25], [26]. For
verification of the single component mrRTHS technique a numerical and experimental representation of the emulated
structure is conducted – referred to here as the reference. Here a sinusoidal point load is applied the emulated
structure and the global response monitored in multiple measurement points to compare with the global response of
the mrRTHS.

2. Hybrid simulation setup

2.1. Emulated structure and partitioning

A cantilever beam is implemented as the emulated structure with the overall dimensions, external load and boundary
conditions represented in figure 1. This configuration is studied to reduce the complexity and cost in verifying the
mrRTHS communication loop for a wind turbine blade application in terms of geometry, scale and loads.

Figure 1: emulated structure representing the overall dimensions, external load and boundary conditions

The emulated structure is a 1650mm long thin walled Glass Fiber Reinforced Polymer (GFRP) beam produced by fiber
pultrusion. The in plane stiffness properties of the GFRP beam are assumed identical to the properties identified in
[16] given that the specimen used in both studies are from the same batch. The in plane material properties are
presented in table 1, determined in accordance with D3039/D3030M – 08 [27] and D5579/D5379M – 12 [28]. The 1
direction corresponds to the x direction while the 2 direction corresponds to the z direction for the
compression/tension flanges and y direction for the shear flanges in figure 2.

Table 1: In plane stiffness properties and density for the GFRP composite

E1 [GPa] E2 [GPa] n12 [ ] n21 [ ] G12 [GPa] G21 [GPa] Dens [kg/m3]
28.36 9.96 0.23 0.08 3.41 3.06 1825

The emulated structure is partitioned in a numerical and experimental substructure named: part A and part B
respectively. In the experimental substructure a 590mm long and 40mm wide slit are initiated in both shear webs of
the closed rectangular profile to weaken the shear stiffness – yielding a geometrical non linear response. The shared
boundary between the two substructures is defined by a discrete point with three dof including: translation in the x
and y direction along with rotation around the z axis – referred to here as dx, dy andf respectively. The
corresponding reaction force is defined by three dof including: normal and shear force along with a moment –
referred to here as N, V and M respectively cf. figure 2.



Figure 2: emulated structure and shared boundary between the numerical substructure (part A) and experimental substructure (part B)

2.2. Experimental test setup

The experimental test setup is handled in a reconfigurable stiff frame structure – capable of handle both the
experimental substructure and reference structure. The clamped boundary of the GFRP beam is achieved through a
rectangular steel profile which encloses the clamped end of the GFRP beam. Installation plates are fitted in between
the GFRP beam and rectangular steel profile to ensure a tight fit and to avoid critical stress concentrations around the
support. A stiff friction connection between the rectangular steel profile and GFRP beam is established through
eighteen bolts. A more detailed description/representation of the design and dimensions of the clamped support are
given in [16].

Experimental substructure (part: B)

The experimental substructure of the mrRTHS consist of a 1200mm long cantilever beam which is loaded in three dof
by three actuators named: A, B and C cf. figure 3. Actuator A is a MTS model: 244.12 with a static and dynamic stroke
of 182.9mm and 152mm respectively and force capacity of ±25kN. The actuator is operated by a 2 stage servo valve
model: MTS 252.23G 01 with a capacity of 19l/min. The displacement of the actuator is measured by a Linear Variable
Differential Transducer (LVDT) and the force obtained by an MTS load cell model: 661.19E 04 with a capacity of
±25kN. Actuator B and C is a MTS model: 242.01 with a static and dynamic stroke of 114.3 and 101.6mm respectively
and force capacity of ±5kN. The actuators are operated by a 2 stage servo valve model: MTS 252.21G 01 with a
capacity of 4l/min. All three actuators are operating at 3000psi pressure delivered by a hydraulic power unit (HPU).
The PID controller is a MTS model: TestStar II with a three channel configuration – controlled and monitored through
the real time target. The standard deviation of the repeatability offered by the transfer system is given in table 2. The
repeatability is identified from a sample of 40000 measurements, acquired under constant conditions with a sampling
frequency of 0.5 kHz.

Table 2: standard deviation (std.) of the repeatability offered by the transfer system

actuator label act. A act. B act. C
std. displacemet [mm] 0.0103 0.0016 0.0017

std. force [N] 1.66 1.12 3.67

The response of the shared boundary is monitored through real time tracking of the three measurement points (MP’s)
applied on the shared boundary, see figure 3. This is achieved through a 3D DIC system of the type: ARAMIS 12M by
Gesellschaft für Optische Messtechnik mbH (GOM). Through 24mm Titanar lenses a measurement volume of
200x150mm is achieved and calibrated using a 175x140mm calibration panel. The real time tracking of the MP’s are
acquired, processed and transferred through an Ethernet port using the software: PONTUS live vs. 8. The in plane and
out of plane standard deviation of the repeatability offered by the DIC system is given by the average of MP 1, MP 2
and MP 3: dx = 0.419 m, dx = 4.157 m and dz = 0.777 m. The repeatability is identified from a sample of 10000
measurements, acquired under constant condition with a sampling frequency of 90 Hz. The MP’s are illuminated with
an even and high intensity to lower the shutter time as much as possible.
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Figure 3: experimental substructure including: load train, support, specimen and MP’s

A load introduction zone of 108mm is implemented between the shared boundary and the load introduction rig to
erase any influence on the in plane displacement field initiated by the rectangular steel profile. A numerical analysis
of the setup verified that the influence was negligible for a load introduction zone longer than 100mm.

Experimental reference structure

A reference structure configuration is studied to reduce the complexity in verifying the mrRTHS communication loop
capabilities and operation of the shared boundary. The experimental reference structure consist of a 1800mm long
cantilever beam which is loaded in a single dof by actuator A cf. figure 4. The response of the loading point (MP 4) is
monitored through the LVDT and load cell on the actuator with the specifications further described in the previews
section. The shared boundary is monitored through the 3D DIC system with the camera type, setup and performance
as described in the previews section.

10
1.
0m

m

47
.5
m
m

10
1.
0m

m

Figure 4: experimental reference structure including: load train, support, specimen and measurement points



The first and second natural frequency of the reference structure was experimentally identified to f1 = 7.40Hz and f2 =
47.3Hz through a vibration test further described in [24]. To access the first modal shape of the reference structure a
modal analysis is performed through ANSYS 15.0 using isoparametric quadrilateral 8 node shell elements of the type:
shell281. The model consists of 12841 elements and orthotropic material properties with the following extension to
table 1: E2 = E3, all G moduli are taken as the average of G12 and G21 i.e. (G12=G23=G13=3.235) and all poisons ratio are
taken as the average of 12 and 21 i.e. ( 12= 23= 13=0.15). The corresponding modal shape is presented in figure 5
with and eigenfrequency of f1 = 8.90Hz.

Figure 5: 1st modal shape of the cantilever beam generated by ANSYS

The increase of the Eigen frequency identified by the ANSYS model is caused by the clamped support which is
modelled as infinitely stiff i.e. no rotation at the clamped end of the beam is allowed. This is not the case for the
experimental reference structure where some rotation will occur in the clamped support [16].

2.3. Numerical test setup

In the following is given a description of the numerical aspects of the hybrid simulation. First, the numerical
substructure (part: A) is described. This part is used in the hybrid simulation. Next a finite element method (FEM)
model of the full structure, used to verify the hybrid simulation, is described referred to as the numerical reference
structure.

The time integration is performed with the Central Difference Method (CDM), which is an explicit method, see e.g.
[29]. This is chosen as it is simple to implement and does not require equilibrium iterations. The FEM model of the
structure is modeled by two nodal plane Euler Bernoulli beam elements with two translational dofs, vix and viy, and
one rotational dof, i, in each node, see Fig 1. A detailed description of the element is presented in [25].

Figure 6: Plane Euler Bernoulli Beam Element

Numerical substructure (part: A)

As described previously, the emulated structure consists of a numerical and experimental substructure. By
distinguishing between the two substructures, the equations of motion (EOM) can be written as eq. (1).
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(1)

The matricesM and C represent the mass and damping matrices and the vectors Q and F the internal restoring forces
and the external loading, respectively with the index n referring to the numerical substructure. Furthermore, R is a
vector representing the inertia, damping and restoring forces of the experimental substructure, obtained by the
actuators.

To be able to execute the simulations in real time the EOM are projected onto a reduced basis. The basis applied in
the given case is a so called Taylor basis, which combines a set of linear modes and their associated modal derivatives.
The modal derivatives represent the higher order effects of the deformations introduced by the linear modes. These
are important to include in nonlinear systems if effects such as membrane locking should be avoided. The Taylor basis
is described in full detail in [25], [26]. In the given case the linear modes are determined from the linearized
eigenvalue problem presented in eq. (2).

(2)

Here KT is the tangent stiffness matrix, i is the i’th linear modal vector and i its associated frequency. The modal

derivative of mode number i with respect to the reduced co ordinates, sj, is written as, , and can be determined

from eq. (3), see [25];

(3)

Here Ks is the secant stiffness and mj is the modal mass associated with mode j. It should be stressed that the modes
determined from eq. (2) and (3) are based on the full structure which includes the full FE model including both the
physical and numerical substructure. The consequences and assumptions made when including the physical
substructure in the modes is discussed in detail in chapter 5. The basis vectors are organized in the matrix .
Projecting eq. 3 on the basis, the equations take the form presented in eq. 4.

(4)

As shown in [25] and [26] the co ordinates of the modal derivatives are given as a product of the linear mode co
ordinates. Thus, the number of unknowns corresponds to the number of linear modes only. Therefore, before solving
the EOM in eq. (4) these are transformed into a linear set of equations for details see [26].

Numerical damping of the magnitude 20% is included to damp out the high frequent response related to the included
modes. This is done in order to stabilize the hybrid simulation. The damping is included in the linear mode through the
principle of ‘Superposition of Modal Damping Matrices’, see e.g. [30]. As the linear modes and the modal derivatives
are coupled, damping of the linear modes will have a damping effect on the modal derivatives as well.

A suitable time step increment is required to ensure precision and stability of the numerical substructure. An
increasing system frequency comes with a reduced time step which requires additional onboard computational
resources. In the given case the real time target requires a time step magnitudes to be to fulfill the real
time criteria. To meet this criteria only the first linear mode and its associated modal derivative can be included in the
basis. Further modes would introduce higher frequencies and make the system turn unstable for a time step

. The first linear mode and associated derivative is presented in Figure 7.



Figure 7: modal shape of the cantilever beam generated by plane Euler Bernoulli elements: A) 1st linear mode and B) its associated derivative

The dashed line indicates the initial position of the beam, and the solid line the deformation. The linear mode is seen
to be a bending mode and the modal derivative is a horizontal contraction. The horizontal deformation is kinematic
nonlinear effect introduced when the beam is exposed to bending.

The linear bending mode in Figure 7 is significantly different from the first mode of the numerical reference structure
presented in Figure 5. Thus, by only being able to include a single mode, displacement discontinuities at the shared
boundary are expected.

Numerical reference structure

A full numerical model is organized in order to verify the output from the mrRTHS. The Euler Bernoulli element,
however, does not include the effect of shear flexibility. To account for this effect in the best way, the experimental
substructure is modeled with a linear beam element in the numerical reference structure where the second moment
of area I is scaled such that the deformations of the full FEM model attains the value (P,u) presented in Figure 12a in
the quasi static regime. The reference point chosen is (P,u) = (50 N, 10 mm), representing the linear regime of the
experimental reference structure.

3. Overall testing strategy and equipment

3.1. Hardware

The overall hardware setup of the mrRTHS system is separated into four components including: 1) real time target, 2)
monitoring PC, 3) DIC system and 4) transfer system. A representation of the overall hardware setup and
communication flow is illustrated in figure 8.
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Figure 8: representation of the overall hardware setup

Here the real time target consists of a CompactRIO 9074 (cRIO – 9074) [31] which is integrated to provide reliable,
deterministic and real time control and monitoring capabilities. The cRIO 9074 system combines an onboard
reconfigurable field programmable gate array (FPGA) and 400MHz real time single core processor – referred to here
as the Digital Signal Processor (DSP) – within the same chassis. An analogue interface between the DIC system,
transfer system and cRIO – 9074 is handled through a digital to analogue (NI9263) [32] and analogue to digital
(NI9205) [33] I/O module. The cRIO – 9074 and I/O module combine to form the real time target.

The monitoring PC continuously transmits the predefined external load and user defined inputs, while receiving
feedback data from the real time target through Ethernet port 1. This configuration provides ample onboard memory
and a graphical user interface (GUI) for the operator.

Through Ethernet port 2 in the real time target the DIC system is connected. Here the in plane displacement of the
MP’s on the shared boundary (see figure 3 and 4) are tracked in real time and transferred to the real time target
through the TCP/IP interface. The communication delay being the time from a displacement of the shared boundary
occurs to the measurement is available to the real time target is quantified through an analogue trigger signal.

The transfer system consists of a load train driven by 3 servo hydraulic actuators named: A, B and C along with a PID
controller cf. figure 3 and 8. The PID controller is operated and monitored by the real time target through an analogue
signal to ensure a reliable and real time performance interface.

3.2. Communication loop and testing procedure

The main architecture of the mrRTHS communication loop is separated into three parallel processes named: 1) Main
loop, b) Outer loop and c) transfer system. The outline of the dataflow in the mrRTHS communication loop is
separated in 12 units labeled from (1) to (12) cf. figure 9.



Figure 9: Schematic block diagram representing the overall architecture for the mrRTHS communication loop

The main loop is operated in the time domain t through the DSP on the real time target with a coarse time step of
50Hz (i.e. t = 0.020 sec) to save computational resources. Here the numerical substructure computes the next

displacement signal dnum(t) = [dx(t), dy(t),f(t)] in (1) based on the external load Pext and last available reaction force
Fsec(t t) = [N(t t),V(t t),M(t t)]. For stability reasons (1) is executed with a numerical time step of 0.010 sec

(100Hz) by using the same reaction force Fsec(t t) twice for each main loop iteration – see subchapter 2.3. The

reaction forces from actuator A, B and C are transformed to section forces Fsec(t t) through a trigonometric relation
in (12), assuming rigid body motion [16]. To handle the effect of the compliance in the load train a DIC compensator is
implemented in (2). A schematic of the switching logic between the DIC compensator (2) and DIC – system are
outlined in figure 10. Here the latest available in plane displacement dMP(t tdelay) = [dx(t tdelay), dy(t tdelay)] for each of
the three measurement points on the shared boundary is transferred to the real time target upon request. The real
time tracking rate achieved by the DIC system is 90Hz (dt = 0.011sec) with a time delay of tdelay = 160ms. The in plane
deformations dMP(t tdelay) are transformed to a 3 dof displacement on a discrete point with the format dsec(t tdelay) =
[dx(t), dy(t),f(t)] by deriving the dx and dy translation as the average of the three measurement points while the
rotation around the z axis is determine by the angle between MP 1 and MP 3 [24]. Knowing the target displacement
of the shared boundary dnum(t tdelay), actual measured displacement dsec(t tdelay) and previews error derror(t T) the

current error can be derived as derror(t) = (dnum(t tdelay) dsec(t tdelay)) + derror(t T). Tuning of the DIC compensation is
conducted with the gain Kgain meaning that the current compensated displacement signal is given by dDIC(t) = Kgain

.

derror(t) + dnum(t). The compensated displacement dDIC(t) = [dx(t), dy(t),f(t)] is converted to an equivalent
displacement for each of the three actuators dact(t) = [dA(t),dB(t),dC(t)] through a trigonometric algorithm following the
assumption of rigid body motion [16]. Through the current and previews data points provided for each of the three
actuators by (3) the displacement signal is resampled through extrapolation dexp(t+i) in (4) with the time increment dt

for iv[0; t]. Furthermore the predicted system response after the communication delay is identified as the

displacement signal and included in the dexp(t+i) by superposition. The extrapolator and delay compensator in (4) are
both handled by a 3rd order polynomial fitting algorithm, further described in subchapter 4.2.



Main calculations in
the DIC compensator

Figure 10: Schematic of the DIC compensator and DIC system switching logic and main calculations

The outer – loop is operated through the FPGA with an execution rate of 500Hz (i.e. t = 0.002 sec) to generate a
smooth command signal for the experimental substructure. Here the dynamics of the entire transfer system is
handled through a direct inverted first order compensator in (5) for each of the three actuators. Further details of the
compensator are given in subchapter 4.1. From the data points provided by (5) an equivalent analogue signal Vcom(t) is
generated in (6) to operate the transfer system. The corresponding reaction force Vres(t) are acquired from the
transfer system and converted to a digital signal Fres(t) by (10). In order to compensate for the inertia effects induced
by the load train – which acts as a lumped mass applied on the tip of an cantilever beam – an inertia force
compensator is implemented in (11) [24]. Through the vertical displacement dy(t) of dnum(t) an equivalent acceleration
is derived. Knowing the mass of the load train and current acceleration the equivalent load can be derived from
newton’s second law. This force is subtracted from the current vertical load V from Fsec(t t) by obtaining the reaction
force from the specimen.

The communication interface between the main and outer loop which is running with a sampling frequency ratio of
( t/ t = 10) – referred to here as an execution rate of 1:10 is handled through a producer/consumer configuration
further specified in [34].

The transfer system is operated against the real time analogue command signal Vcom(t) received from (6) with an
execution frequency of 3 KHz. Through the PID controller in (7), an electrical current Icom(t) is generated and passed to
the servo hydraulic actuators in (8) causing the actuators to move dact(t). The corresponding reaction forces induced
on the load cells Vres(t) is obtained from the experimental substructure in (9).

4. System characterization

4.1. Transfer system dynamics

The dynamics of the transfer system represents a significant source of delay/lags in the mrRTHS communication loop –
thus compensation is crucial to ensure accuracy and stability of the RTHS [35]. To handle the dynamics of each of the



three actuators included in the transfer system over the frequency and amplitude range of interest a direct inverted
first order feed forward (FF) compensator is implemented. The discrete first order direct inverted compensator Ki(z) is
presented in the z domain by eq. (5).

for i = actuator A, actuator B, actuator C (5)

Herea is calibrated for each of the three actuators so that the measured and desired displacement correlate. This
calibration process is conducted through an open loop chirped sinusoidal signal with a linearly increasing frequency
ranging from 0 to 3 Hz for the duration of 40 seconds and constant peak to peak amplitude of 19.81mm, 1.46mm and
0.92mm for actuator A, B and C respectively. The amplitude is identified on the basis of the displacement of the
shared boundary identified for the reference structure (see table 3). The time domain comparison of the actuator
performance is represented in figure 11.

Figure 11: Time domain comparison of actuator performance with a single order FF controller: a) act. A, b) act. B and c) act. C

Here a sound correlation between the desired and measured displacement of the actuator is identified, indicating that
the single order FF compensator is adequate for the given application.

4.2. Communication delay and extrapolation

Both the communication delay and extrapolation is handled through a forward prediction scheme of the type: third
order polynomial fitting algorithm developed by [36]. Several of other prediction schemes have been investigated for
the use in mrRTHS [22] – however the third order polynomial fit algorithm was identified as the best solution in terms
of tracking performance and the required computational resources needed to operate the algorithm [34]. Through the
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use of the current and three previews data points provided by the numerical substructure with the time step t, the
control signal is extrapolated with a predefined time step of t in eq. (6).

(6)

Here dexp are the control signal with the time step t, di the current and three previous data points provided by the
numerical substructure and ai the polynomial coefficients generated through the Lagrange formula. For a fully
independent relation between the main loop time step t and outer loop time step t, the polynomial coefficients ai
are given by eq. (7) – (10) cf. [36].

(7)

(8)

(9)

(10)

The tracking performance of the polynomial fitting extrapolator is investigated in [34] through a chirped sinusoidal
open loop signal for an execution rate of 1:10. Here an error between the desired and extrapolated signal were
identified to 0.10% for a frequency up to 3Hz. Given that the identified error is independent of the signal amplitude an
error of 0.10% will be expected for all three actuators.

5. Test results and discussion

5.1. Response of the reference structure

The reference structure represented in figure 1 is tested in two configurations including an experimental and
numerical representation. Initially the correlation of the global response between the numerical and experimental
reference structure are investigated in the quasi static regime cf. figure 12a. Here the force displacement response of
MP 4 for both reference structures is linear up to approximately 100N. Beyond this point the stiffness of the
experimental reference structure decreases significantly with a local maximum of around P = 230 N. The response of
the numerical reference structure seems to make a slight increase in the stiffness for a load P > 100N. It is expected
that the behavior of the numerical reference structure exhibits a higher stiffness than the experimental reference
structure given that the former does not include shear flexibility as discussed previously. However, the softening
behavior of the experimental reference structure cannot be attributed to the shear flexibility. The significant stiffness
reduction is an effect originating from geometric nonlinearities where the flange at the shear slits is exposed to a local
instability. This was furthermore visually verified during the quasi static test presented in figure 12a.

To compare the global response of the experimental and numerical reference structure in the real time regime the
GFRP beam is loaded by a sinusoidal deformation Pextwith a peak to peak amplitude of 25mm and excitation
frequency including: f1 = 0.074Hz, f2 = 0.74Hz, f3 = 1.48Hz, f4 = 2.22Hz and f5 = 2.96Hz equivalent to 1%, 10%, 20% 30%
and 40% of the first natural frequency. From figure 12b the peak to peak reaction force decreases as a function of an
increasing excitation frequency. This is explained by fact that more inertia is introduced into the system when the
excitation frequency is increased. Furthermore, the experimental reference substructure seems to be more affected
by the inertia effects than the numerical reference structure. This is most likely caused by the weight of the steel and
rubber plate located between the load cell and GFRP beam – see figure 4. The peak to peak reaction force of the



numerical reference structure is shifted and located slightly higher than in the experimental reference. This is in
accordance with the force displacement curve in Figure 12a, where a 25 mm displacement is seen to be outside the
linear domain, indicating that the stiffness of the numerical reference is higher than the experimental reference.

Figure 12: response of MP 4 in the reference structure: a) quasi static response and b) peak to peak reaction force amplitude for a constant
deformation of 25mm of MP 4

The displacement obtained at the shared boundary is represented in table 3 for a 25mm vertical displacement at MP
4. Here a large deviation between the numerical and experimental reference structure are present. The experimental
reference is seen to experience the largest translations, whereas the largest rotation is found in the numerical
reference. The significant deviations can be explained by the difference in the deformation shapes of the two
reference structures – see figure 5 and 7. The deformation of the numerical reference is a pure bending deformation,
as indicated in Figure 7a with a steady increase in both translations and rotation. The experimental reference
structure, on the other hand, will experience a local deformation around the slits with large translations and rotations
cf. figure 5. The rotation at the shared boundary required to reach 25 mm at MP 4, is therefore smaller than in the
numerical reference.

Table 3: displacement of the shared boundary with a 25mm vertical displacement of MP 4

dx [mm] dy [mm] f [rad]
experimental reference 0.563 18.68 5.894e 3
numerical reference 0.053 8.10 18.91e 3

error [%] 90.58 56.64 220.8

Thus, by calibrating the numerical reference structure from the displacement at MP 4 as described in subchapter 2.3,
discontinuities of the response at the shared boundary is inevitable introduced due to the lack of shear flexibility in
the implemented element formulation.

5.2. Single component mrRTHS

The global response of the cantilever GFRP beam is evaluated in the real time regime through a single component
mrRTHS. Here the GFRP beam is loaded by a sinusoidal deformation Pextwith a peak to peak load of 130N with an
excitation frequency including: f1 = 0.074Hz, f2 = 0.74Hz, f3 = 1.48Hz, f4 = 2.22Hz and f5 = 2.96Hz equivalent to 1%, 10%,
20% 30% and 40% of the first natural frequency. The mrRTHS is evaluated using a normalized error between the
mrRTHS and numerical reference structure represented in eq. (11)

(11)
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Due to global instability issues triggered by measurement noise and undesirable signal chattering induced by the
extrapolator [22], [34] – a 75% reduction of the reaction force is introduced in the mrRTHS communication loop. An
alternative approach would be to filter the generated displacement signal and/or the corresponding reaction force;
however that was not possible due to the limited available computational resources offered by the real time target.

Figure 13: x direction (dx) of the shared boundary for mrRTHS and reference including: a) f1 = 0.074Hz and b) f5 = 2.96Hz
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Figure 14: y direction (dy) of the shared boundary for mrRTHS and reference including: a) f1 = 0.074Hz and b) f5 = 2.96Hz

Figure 15: z rotation (f) of the shared boundary for mrRTHS and reference including: a) f1 = 0.074Hz and b) f5 = 2.96Hz

In Figure 13 through 15 the in plane displacement of the shared boundary for the two excitation frequencies f1 =
0.074 Hz and f5 =2.96 Hz are represented. The key results for the remaining frequencies (f1 to f4) are given in table 4.
From the translations of the shared boundary in figure 13 and 14, the deformations in the mrRTHS are smaller than
the numerical reference structure. Furthermore the reference responses are seen to be in phase for f1. However in the
f5 case the numerical reference response is seen to be irregular. At the minima the numerical reference response is
seen to be ahead of the mrRTHS response. However, this difference vanishes more or less between the local minima
and maxima, as the reference response decreases its deformation speed. This is a dynamic effect, due to an increased
influence of the bending mode. The bending mode has a natural frequency of 9 Hz for the numerical reference
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structure. Thus, by increasing the excitation frequency from f1 to f5 more energy in introduced into the mode. By
increasing the damping of the system the effect was removed, confirming the consideration. For the remaining
excitation frequencies represented in table 4 the peak error is increasing as a function of the frequency. However the
root mean square (RMS) error is approximately constant supporting the fact that the irregularity seen at minima is
very local along the time scale and does not influence the remaining wave shape. The difficulties in mimicking the
dynamic effects through the mrRTHS method is most likely related to experimental errors including: transfer system
dynamics, communication delay, sensor miscalibration, measurement noise and random truncations in the analogue
to digital (AD) conversion of the communication interface between the real time target and PID controller, etc.
However the overall peak to peak displacement amplitude obtained for an increasing excitation frequency is
increasing due to the dynamics in the system cf. table 4. The same effect is observed for the experimental and
numerical reference structure cf. figure 12b.

Table 4: peak to peak displacement and error obtained through single component mrRTHS

direction excitation frequency [Hz]
0.074 0.74 1.48 2.22 2.96

x direction
peak to peak disp. ampl. [mm] 0.3906 0.4540 0.5123 0.5428 0.5394

peak error [%] 30.03 30.26 46.98 56.75 58.05
RMS error [%] 21.59 19.86 19.37 20.34 21.54

y direction
peak to peak disp. ampl. [mm] 22.13 23.86 25.34 26.09 26.96

peak error [%] 21.86 25.14 33.48 37.09 37.25
RMS error [%] 16.23 15.32 15.01 15.06 15.64

z rotation
peak to peak rot. ampl. [rad] 8.44e 4 9.09e 4 9.79e 4 10.25e 4 10.29e 4

peak error [%] 98.51 98.46 98.40 98.78 98.81
RMS error [%] 67.89 67.99 67.24 62.40 56.84

Considering the rotations of the shared boundary for the mrRTHS and reference structure in Figure 15, an evident
difference appears. The rotation of the mrRTHS is seen to be significant smaller than the rotation in the reference
structure. The reason for this is that the rotation introduced into the transfer system was erroneously reduced by a
factor /180, as if converted from degrees to radians. However, as the output from the numerical substructure is in
radians, this reduction is meaningless. The rotations in the mrRTHS are therefore approximately zero compared to the
rotations in the reference structure at the shared boundary. Due to the introduced rotation errors, a discussion of the
results, are based primarily on the translation plots in Figure 13 and 14.

From the translational response in figure 13 and 14, a higher stiffness of the mrRTHS is unexpected – considering the
results presented in figure 12 and table 3. However, two obvious reasons for the higher stiffness in the mrRTHS are
given as the lack of rotations at the shared boundary and the applied modal basis. By restricting the rotation to be
more or less zero when translations are imposed onto the shared boundary, a stiffer response is expected, compared
to the case were the shared boundary were assigned a rotation which is a factor 180/ higher. Furthermore as only
the first bending mode and its associated derivative are included in the applied basis, the local deformation in the
region of the slits cannot be properly represented. Thus, by imposing the displacements of a pure bending mode onto
the physical substructure, a further stiffness increase is expected.

The tracking performance between the mrRTHS (desired) and DIC (achieved) displacement of the shared boundary
when using the DIC compensator is evaluated in table 5. Furthermore the correlation between the command signal
(mrRTHS) and measured signal (DIC) are presented I figure 6 for an execution frequency of 0.074Hz.



Figure 16: tracking performance of the shared boundary for mrRTHS including: a) x direction, b) y direction and c) z rotation

Here a sound correlation between the desired and achieved displacement is achieved for an execution frequency of
0.074Hz. However for an increasing execution frequency the error is increasing as well due to the compliance of the
test rig. This is expected due to the time delay of 160ms which is equivalent to 47.3% of a single period for an
excitation frequency of 2.96 [24].

Table 5: error between the desired and achieved displacement of the shared boundary

direction
excitation frequency [Hz]

0.074 0.74 1.48 2.22 2.96
x direction peak error [%] 31.68 95.54 129.72 116.08 101.68

RMS error [%] 9.19 30.85 40.45 26.94 22.14
y direction peak error [%] 2.31 9.97 16.81 32.15 31.56

RMS error [%] 0.51 2.62 5.73 10.90 15.57
z rotation peak error [%] 39.74 38.54 57.38 68.22 68.85

RMS error [%] 6.75 17.65 22.02 20.54 22.32

The missing ability to reach the target displacement due to compliance in the load train entails a reduced reaction
force at the shared boundary – implying a reduced stiffness of the emulated structure.

6. Conclusion

A single component mrRTHS configuration was executed on a cantilever thin walled GFRP beam with a rectangular
cross sectional geometry loaded on the tip by a sinusoidal point load. This test configuration was chosen as a
simplified substitute for a wind turbine blade in terms of geometry, scale and loads. Despite some inconsistencies
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between the mrRTHS and reference the system proved successful which was an important milestone in the effort of
conducting a successful single component mrRTHS on a wind turbine blade.

The mrRTHS was demonstrated on a single component structure and the performance evaluated against the
corresponding reference. For the in plane translational displacement in the shared boundary an RMS error of 19.37%
to 21.59% and 15.01% to 16.23% were identified in the x and y direction respectively. For an increasing execution
frequency of the external load a growing peak error between the mrRTHS and reference were identified. However,
given that these peak errors were local along the time scale this effect was not conclusive when measured as an RMS
error. Furthermore, for an external load with constant amplitude the translational displacement were found to
increase due to the inertia induced in the system. This effect was furthermore identified in the reference test
presented in figure 12b. For the rotation around the z axis a RMS errors of 56.84% to 67.99% was registered between
the mrRTHS and refence. This very high error was due to the rotation received by the numerical substructure being
erroneously reduced by a factor of /180.

The error between the mrRTHS and corresponding reference in the in plane translational displacement of the shared
boundary was mainly triggered by the inconsistencies between the modal shape of the reference (see figure 5) and
numerical substructure (see figure 7a). Furthermore having the rotation of the shared boundary being reduced by a
factor of /180 generated an increase of the stiffness in the mrRTHS representation outlined in figure 13 and 14.
Other contributions to the identified error cover sensor miscalibration, transfer system dynamics, etc.

Due to instability issues in the mrRTHS communication loop the restoring force obtained by the experimental
substructure was reduced to 15%. This instability was mainly triggered by undesirable signal chattering generated by
the extrapolator. However other contributions to the instability were identified including the actuator dynamic and
DIC compensator along with measurement noise and random truncations in the analogue to digital (AD) conversion.
This instability could have been solved by e.g. filtering the command signal generated by the extrapolator – however
due to the limited available computational resources offered by the real time target, this filter were not included in
the mrRTHS communication loop.
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Hybrid testing is a cost efficient experimental method that can be used to test 
dynamically loaded structures. The method combines numerical simulation with 
experimental testing. However, due to a rapid increase in the computational time, 
only simple numerical models can be included in hybrid testing today. In the  
present thesis a number of mathematical methods that can help to increase the 
size and complexity of the numerical models are presented. One of the most  
significant elements presented are the so called modal derivatives, which are 
shown to reduce the computational time significantly.  
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