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Preface

This thesis is submitted as fulfillment of the requirements for the Degree of Doctor of
Philosophy at the Technical University of Denmark, Department of Civil Engineering.
The thesis is the result of three years of research on simulation and modeling of large
solar collector fields for district heating applications.

This thesis consists of two parts. Part I of the thesis summarizes the main methods
and results of the research, and provides a perspective for future development. Part
IT consists of a number of published and submitted journal and conference articles,
which describe in more detail the research.

Paper I: Comparative test of two large solar collectors for solar field application, Bava F.
and Furbo S., Proceedings of EuroSun 2014 Conference.

Paper II: Simulation of a solar collector array consisting of two types of solar collectors,
with and without convection barrier, Bava F., Furbo S. and Perers B., Proceedings of In-
ternational Conference on Solar Heating and Cooling for Buildings and Industry SHC
2014.

Paper III: A numerical model for pressure drop and flow distribution in a solar collector
with U-connected absorber pipes, Bava F. and Furbo S., Solar Energy 134 (2016) 264-272.

Paper IV: A numerical model to evaluate the flow distribution in a large solar collector
field, Bava F., Dragsted ]. and Furbo S., Solar Energy 143 (2017) 31-42.

Paper V: A numerical model to evaluate the flow distribution in large solar collector fields
in different operating conditions, Bava F., Dragsted ]. and Furbo S., Proceedings of Euro-
Sun 2016 Conference.

Paper VI: Development and validation of a detailed TRNSY'S-Matlab model for large solar
collector fields for district heating applications, Bava F. and Furbo S., Energy 135C (2017)
698-708.

Paper VII: Impact of different improvement measures on the thermal performance of a solar
collector field for district heating, Bava F. and Furbo S., currently under review at Energy
journal.
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Abstract

Currently Denmark represents a unique example for a mature and commercial
market for large solar collector fields supplying district heating systems. The country
hosted 77 % of the collector area installed in Europe for this type of applications at
the end of 2015. The year 2016 saw a further growth, with 31 new solar heating plants
and 5 plant extensions, which totaled 495, 000 m? of solar collectors. Among these new
plants, it is worth mentioning the world’s largest solar collector field put in operation
in Silkeborg, with a collector area of 156,000 m?. This development is expected to
continue in the next future.

In a scenario where both the number and the size of solar heating plants increase,
even small performance improvements in relative terms can lead to a large increase in
the overall energy production in absolute terms. For this reason it is relevant to iden-
tify the operating conditions, the collector field layouts and the plant control strategies
that give the best performance. If correct sizing, control strategy and design improve-
ments can be evaluated in advance and implemented already in the planning phase,
later and more expensive interventions can be avoided. Hence it is important to be
able to predict the behavior and thermal performance of these installations in an accu-
rate way. This can be done through detailed simulation models.

However, in most simulation models the solar collector field is treated with little
detail, usually simplifying it with a single collector having as aperture area the area
of the entire collector field. Another simplification is to assume that the collector effi-
ciency is independent of the operating conditions at which the collectors operate.

Two flat plate collectors for collector field applications were tested in different op-
erating conditions of flow rate and tilt angle. The only difference between the two
collectors was a polymer foil interposed between absorber and glass cover in one of
them, acting as a convection barrier. The experimental results showed that a change in
flow regime in the absorber pipes was the main factor affecting the collector efficiency,
with variations up to 4 %. Simulation models were developed and validated, to es-
timate this effect for collectors which could not be experimentally tested in a variety
of operating conditions. Additionally, a new collector model, able to account for flow
regime-dependent collector efficiency, was developed within the software TRNSYS.

To consider the flow distribution in a solar collector array, two different numer-
ical models were developed in Matlab. The first consisted of a hydraulic model for
calculating the pressure drop and flow distribution in a harp collector with U-type
configuration, as those usually installed in solar collector fields in Denmark. The re-
sults showed that turbulent flow made the flow distribution more uniform compared
to laminar flow. The second model treated flow distribution in solar collector arrays.
The simulation results showed that it was possible to achieve uniform flow distribu-
tion by installing balancing valves, regardless of the operating conditions and layout
of the collector array. In case of regular layouts and moderate number of collector
rows, balancing valves were not strictly necessary. Both hydraulic models were vali-
dated against measurements or data from literature.
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Abstract

Finally, a detailed simulation model for an entire solar heating plant, making use of
the above mentioned models, was developed in TRNSYS. The successful validation of
the model highlighted the priority of accurate measurements and inputs when dealing
with simulation. Special attention should be given to solar radiation sensors, heat
exchangers and collector efficiency.

The simulation results showed that differences between actual operating condi-
tions and inputs to control strategy can significantly penalize the performance of the
plant. Hence aspects such as shadows from row to row and incidence angle modi-
fier should be considered. If accurate input to the control strategy is not economically
feasible, a feedback control on the field outlet temperature could be a valid alterna-
tive and simultaneously make the control more robust. On the other hand, weather
forecast-based controls seemed not to offer significant advantages, compared to the
additional investment cost and the more complex control they required. Regarding
the solar collector fluid, a glycol concentration able to prevent or limit to a minimum
the use of frost protection operation in the solar collector loop gave better results than
lower concentrations, as the higher frost protection guaranteed by the former out-
weighed the better thermophysical properties of the latter. For Danish weather con-
ditions, a 35 % propylene glycol/water mixture seemed to be the more appropriate
solution among the tested fluids.
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Part 1

Introduction and summary

“A model must be wrong, in some respects,
else it would be the thing itself.

The trick is to see where it is right.”

— Henry A. Bent






Chapter 1

Introduction

1.1 The threat of climate change

The correlation between CO,-emissions and climate change, with all the risks that
the latter entails, has been acknowledged by most countries and by the vast majority
of the scientific community. In this respect, a preliminary international treaty was
reached at the United Nations Conference on Environment and Development in Rio
de Janerio in 1992 [1]. This treaty, the United Nations Framework Convention on
Climate Change (UNFCCC), set the goal of stabilizing greenhouse gas concentrations
at a level that would prevent dangerous anthropogenic interference with the climate system.
The agreement led to the signature of the Kyoto Protocol [2] in 1998, where precise
goals for the reduction of greenhouse gases were set for the subscribing countries.
More recently, the Paris Agreement [3], currently ratified by 118 of the 197 Parties to
UNFCCC, brought back the attention on the urgent necessity of reducing significantly
carbon emissions, to avoid irreversible climate change and extreme weather events.

Besides the will and need of reducing the effects of climate change, other reasons,
such as depletion of limited natural resources, environmental protection, energy in-
dependence from politically unstable countries, long-term economics, push toward a
phase-out of fossil fuels.

Nowadays, 86 % of the primary energy consumption worldwide is based on fossil
fuels [4]. Hence, it is reasonable to assume that a radical change of the energy sector
cannot rely on a single technology, but will require the smart interaction of a variety
of different measures, technologies and energy sources.

1.2 District heating in Europe

The final energy consumption in the EU-28 in 2014 was about 1100 million tonnes
of oil equivalent (corresponding to 46 EJ) [5]. This amount have been roughly stable
since the "90s and is expected to remain such also in the next years. Figure 1.1 shows
how the final energy consumption is distributed among the different sectors.

Buildings account approximately for 40 % of total final energy consumption and
around 55 % of electricity consumption in the EU-28 [6]. So, buildings are the largest
end-use sector, followed by transport, industry and agriculture. Residential buildings
represent around two thirds of the consumption of buildings [6].

3
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Figure 1.1: Final energy consumption breakdown into sectors in EU-28, 2014 [5].
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Figure 1.2: Share of the population served by district heating in 2013 [8].

Approximately 80 % of the energy demand of European residential buildings is
used for space heating and domestic hot water preparation [6]. An efficient way to
provide heat to buildings in densely populated areas is through district heating (DH).
A DH network is an expensive infrastructure to build, but the resulting energy savings
justify the investment cost. The network is usually supplied by one or more central-
ized plants, which have a higher efficiency than individual boilers. Secondly, a wider
variety of fuels, including municipal solid waste, can be used to generate the heat
supplying the network. Additionally, the economies of scale of these large plants al-
low more sophisticated and efficient emission reduction systems to be installed. The
spread of DH in Europe varies significantly from country to country, with shares as
high as 60 % in Scandinavian and Baltic countries. Figure 1.2 shows the percentage of
the population served by DH in different European countries. On average, only 13 %
of the residential and service sector heat market is covered by DH [7].

As space heating and domestic hot water preparation require relatively low tem-
peratures, solar thermal collectors seem to be a perfect candidate to cover this demand
in a sustainable and efficient way. It is not uncommon to see solar collectors installed
on the roof of single-family houses.

Although these two technologies are not new, their integration, i.e. solar collector
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Figure 1.3: Silkeborg solar collector field (source: Arcon-Sunmark A/S).

fields supplying DH networks, is relatively recent and still rare, except for a few coun-
tries. In fact, solar thermal plants for DH applications represented less than 1 % of
the total installed water collector capacity at the end of 2014 [9]. Of the approximately
5000 DH networks currently in operation in Europe only about 150 are solar assisted
DH systems [10]. This situation may change in the future, as the European Union has
set a target of 1 % solar fraction in DH by 2020 and of 5 % by 2050 [11].

1.3 Solar district heating in Denmark

1.3.1 Background

Although the first collector fields for DH applications in Denmark date back to the
late "80s, it was from 2006 that the market of solar heating plants for DH started to
grow significantly. This was encouraged by the increasingly cheaper solar heating
technology, which became a more viable alternative to the highly taxed natural gas.

Nowadays, Denmark is a unique example for a mature and commercial market for
solar DH. The country is leader in this sector, with 77 % of the collector area installed
in European large solar heating plants at the end of 2015 [9]. At the end of 2016,
Denmark had installed more than 1,300,000 m? of collectors and had 104 plants in
operation [12]. Among these, it is worth mentioning the world’s largest solar collector
field put in operation at the end of 2016 in Silkeborg with a collector area of 156,000 m?
[13] (see Figure 1.3).

Several factors have contributed to the strong development of this technology in
the Scandinavian country [14]:

— long time tradition and widespread use of DH,

— ambitious Danish plan on phasing out fossil fuels,
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Figure 1.4: Historical development of solar collector fields for DH applications in Den-
mark: installed collector area and number of operating (orange) and upcoming (blue)
plants at the end of 2016 [12].

— high taxation on fossil fuels,

— low price and high performance of the collector fields,
- competitive heat production price,

— interaction with liberal electricity market.

The above mentioned reasons of the success of solar DH in Denmark are discussed in
more detail in Sections 1.3.1.1-1.3.1.5.

Despite the impressive growth in recent years, as shown in Figure 1.4, large-scale
collector fields still provide a minor contribution to the overall DH demand. In 2015,
of the 127 PJ produced by DH plants, solar energy produced little more than 0.8 PJ,
representing 0.7 % of the total gross production [15]. Considering the newly installed
capacity of solar collector fields since 2015 (Figure 1.4), it can be estimated that solar
thermal energy will increase its contribution to DH by about 2.3 times in 2017 com-
pared to 2015.

Typical solar DH systems have a yearly solar fraction of 15-20 % [16]. This is
generally the value reached by a system, where the solar collector field has been sized
to cover the DH heat demand in summer, so that almost no auxiliary energy is needed
in this season. A short-term heat storage (usually a steel tank) provides sufficient
flexibility to match the hourly/daily oscillations of demand and supply. Higher solar
fractions can be reached, but this requires the installation of a seasonal heat storage,
usually in the form of a water pit. The storage is charged in summer, when excess solar
heat is produced, and discharged later on during the autumn and winter months.
Examples of plants equipped with water pit seasonal heat stores are Dronninglund
(60,000 m?), Marstal (75,000 m?), Gram (120,000 m?) and Vojens (200,000 m?, Figure
1.5). A borehole seasonal storage of 19,000 m? is installed in Braedstrup DH plant [17].

6
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Figure 1.5: Vojens solar collector field with the water pit seasonal storage under con-
struction (source: Arcon-Sunmark A/S).

1.3.1.1 Long tradition in district heating

The presence of a DH network is a necessary prerequisite for the installation of a large
solar collector field, which can use the network as heat sink.

The history of DH in Denmark goes back to the "20s and "30s, when the first DH
systems were developed based on waste heat from local electricity production [18].
Since then, DH expanded considerably and by the "70s approximately 30 % of the
Danish houses were connected to DH networks [18].

Until 1979, no specific law regulating the heating supply existed in Denmark and
most consumers had small oil-fired boilers or other forms of individual heating. Deeply
affected by the international oil crises in the "70s and in order to secure a market for
the natural gas which had been recently discovered in the North Sea, Denmark in-
troduced its first law on heating supply in 1979. The goal of the law was to improve
the energy security by reducing the dependency on imported oil and introducing the
concept of public heating planning. Each municipality was required to provide infor-
mation about the present status of the existing heating supply method and options for
future heating supply. Based on the collected information, the country was divided
in zones, supplied either by DH or by natural gas. The possibility of utilizing surplus
heat from cogeneration power plants led to the cogeneration agreement in 1986, which
made small-scale CHP plants a major energy policy priority. Simultaneously, electric
heating was banned, although new low energy buildings are still exempt [18].

A revised law on heating supply in 1990 promoted the conversion of existing coal-
and gas-fired DH plants to CHP plants, and the increased use of biomass and biofuels.
Besides the conversions of existing plants, new CHP plants were built to supply new
DH networks installed in a number of larger villages, the so called green-field plants.
Policy and financial subsidies supported the use of biomass. The Biomass Agreement
in 1993 set the requirement of 1.2 million tons of straw and 0.2 million tons of wood
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chips to be used annually in power plants by the end of 2000 [18].

Nowadays, DH supplies more than 60 % of all private Danish buildings [18]. An
important role in the integration of solar energy into the Danish DH networks has
been played by the relatively low temperatures at which the networks are operated.
Forward temperatures are usually in the range 70—80 °C, while return temperatures
are around 35—45 °C [16]. The low temperatures improve the efficiency of the solar
collectors, making the integration of solar heating plants into DH systems even more
appealing and cost-effective.

Currently, two thirds of the DH demand is covered by 55 municipally owned util-
ities, while the remaining part is covered by 340 consumer owned cooperatives [19].
Regardless of the ownership, DH companies must be non-profit. Consequently, cus-
tomers pay only for the heat and there is no reason for keeping good and innovative
ideas in-house, which means that these are often replicated by other DH companies.
In general, there is a close cooperation and strong exchange of information and expe-
riences among the DH companies, which gather in the Danish District Heating Asso-
ciation [19].

1.3.1.2 Danish energy policy

Denmark is currently the EU-28 country with the lowest level of energy intensity;, i.e.
units of gross energy consumption per unit of gross domestic product [5], and has one
of the highest shares of renewable energy covering the national energy consumption.
In 2015, renewable energy sources represented 30 % of the total energy consumption
and 65 % of the gross electricity production. The main contribution came from biomass
and waste (67 % of the total renewable energy production), while wind energy repre-
sented 49 % of the gross electricity production [15]. Compared to 1990 levels, the
adjusted greenhouse gas emissions decreased by 30 % [20].

However, Denmark has set even more ambitious goals. In March 2012 the Danish
government drew up an energy agreement with the large majority of the Parliament
with the aim to completely rid use of fossil fuels by 2050 [21]. In November 2016 a
new government broadly reconfirmed the goal, but stressing that this transition had
to be cost-effective, contributing to growth and employment, without unnecessarily
high costs for the society [22]. An intermediate milestone has been set for 2030, when
half of the energy demand should be covered by renewable energies. A more detailed
energy plan is expected to be released in autumn 2017 [22].

To achieve its ambitious goal, Denmark will act on several fronts. A key role will be
played by more efficient energy consumption, with a special focus on the residential
sector. Secondly, electrification will be strongly encouraged with new electricity trans-
mission lines between Denmark and the neighboring countries, and investments will
be made for the development of smart grids. Thirdly, renewable energies (biomass,
wind, solar and wave energy) will be promoted for both electricity and heat produc-
tion. Finally, investments in research, development and innovation will be made to
improve existing technologies and to overcome challenges such as efficient energy
storage, smart regulation of the electrical grid and green means of transportation [23].

Concerning heat production, the exact mix of the energy sources is not yet clearly
defined, but the energy plan refers to district heating, heat pumps, biomass and solar
thermal energy. A key role should be played by the reduction in heat demand from the
buildings, which is estimated in about 30 %. Solar heating is expected to have a more
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Figure 1.6: Natural gas prices for household consumers in 2016 (1% semester) [25].

relevant role in small district heating areas, while larger cities are more likely to attract
waste-to-energy and biomass plants because of the scale advantage. Depending on
the considered scenario among those assumed as more realistic, solar thermal should
contribute between 7 % and 16 % to the overall DH demand in 2050, with a production
between 8 PJ] and 17 P] respectively [24].

1.3.1.3 Taxation on fossil fuels

During the 1970s and ’80s, taxes were applied to fuels used for heating generation
with the intention to encourage the use of sustainable energy sources and efficient
energy utilization. Therefore, biomass and biogas were exempted from taxes. When
oil and gas prices dropped at the end of the "80s, the tax level was increased for these
fuels [18]. This ensured that consumers continued to be motivated to use energy in a
responsible way and prefer environmentally friendly energy sources.

Nowadays, natural gas is the main fossil fuel used for heating purposes. This is
due to the large spread of CHP plants, many of which are gas-fired. Although still
present in some DH plants, coal has been progressively decreasing, while oil gives a
negligible contribution [15]. Natural gas is the most commonly used fossil fuel also in
individual heating systems [15].

Figure 1.6 shows the natural gas prices for household consumers in different Eu-
ropean countries. Despite being one of the countries with the lowest prices for natural
gas before taxes, Denmark has traditionally applied such a high taxation on this fossil
fuel, to make its final price for private consumers one of the highest in Europe.

Similar production prices and tax level are found for DH plants. In case of using
natural gas in a CHP plant, this is taxed with an energy tax, a CO,-tax, a NOy-tax and
a methane tax. Although the exact calculation is more complicated, this can be simpli-
fied saying that in 2016, when the natural gas had a price of about 0.32 €/m3(see Figure
1.6), the total taxes on the this fossil fuel for CHP use were approximately 0.36 €/m>. In
case of a gas-fired boiler, the fuel was taxed with an energy tax, a CO,-tax and a NOx-
tax. In this case, an added tax of 0.33 €/m? can be roughly estimated. Regardless of the
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Figure 1.7: Historical evolution of the investment cost per unit area of solar collector
in large-scale solar collector fields [28].

generation technology, it can be concluded that taxation on natural gas in Denmark
makes this fossil fuel at least twice as expensive.

Indicative production prices for heating in 2015 can be estimated to be 0.063 € /kWh
for a CHP plant and 0.059 € /kWh for a gas-fired boiler plant, based on price of natural
gas of 0.28 €/m3 [26].

1.3.1.4 High performance and low cost

Due to economies of scale, large collector fields are characterized by low specific cost.
It is not only the low land price contributing to the good economics of these plants.
Enhancements in the production and installation have progressively decreased the
investment cost of these systems, with current prices ranging between 200 € and 300 €
per square meter of collector for a turn-key system. Figure 1.7 shows the historical
evolution of the investment cost per unit area of collector for large solar collector fields
from 2000 to 2014. Also collector fields equipped with seasonal storage have seen a
remarkable cost reduction, due to the improved know-how and to the larger storage
volumes, which decrease the specific cost.

Another important factor in the economics of these installations is played by the
type of ownership and financing which is usually adopted. The collector field is gen-
erally owned and operated by the DH company [27]. A loan guarantee is usually
given by the local municipality, which has almost no risk in doing so, as consumers
are bound to a contract obliging them to be customers of the DH company. The income
for the DH company is secured and used to pay the loan [27]. With this guarantee and
stable economic boundary conditions, low interest rates can be obtained, keeping low
low the cost of the heat supplied by the collector field.

On the other hand, the performance of these installations is fairly high. Measured
yearly thermal performances in the period 2012-2015 ranged between 313 kWh and
577 kWh per square meter of collector aperture area, with averages for all plants be-
tween 414 kWh /m? and 463 kWh /m? [29]. The efficiency of the collector fields, defined
as the ratio between its yearly thermal performance and the solar radiation on the col-
lector plane, was as high as 45—50 % for recently installed plants and down to 30 %
for older ones.
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The combination of high performance and low cost of large collector fields has led
to very competitive heat production prices. On average, these installations produce
heat at around 0.045 €/kWh, in some cases the price can be as low as 0.03 €/kWh
[30, 31]. Comparing these values with the average production prices of gas-fired DH
plants (see Section 1.3.1.3), it is easy to understand why many DH companies have
opted for solar heating plants.

The Danish company Arcon-Sunmark A /S, one of the main manufacturers of large-
scale solar collectors in the world, has played a key role in the strong development of
this technology in Denmark, where they have installed the very vast majority of the
large solar collector fields for DH applications. In recent years, the successful story of
this technology has allowed the company to open new markets, not only in Europe,
but also in the rest of the world.

1.3.1.5 Interaction with liberal electricity market

In 2015 wind energy represented 42 % of the national electricity supply [15] and its
share is expected to increase further in the future. High shares of electricity produc-
tion from an intermittent energy source as wind entail technological and economic
challenges for the electrical grid. First of all, as electricity cannot be directly stored,
mechanisms that can increase the flexibility and regulation capability of the grid are
needed. These mechanisms must be able to absorb the excess electricity, when there
is plenty of wind energy production, and vice versa ensure efficient power genera-
tion in case of little wind. Transmission lines already connect the Danish electrical
grid to Sweden, Norway and Germany. So, when the wind electricity production is
higher than the demand, the excess electricity is sold to the neighboring countries, to
be instantaneously used or converted in potential energy and stored in the Norwegian
water reservoirs. The reservoirs can be emptied later, to cover the higher electricity de-
mand in peak hours. However, the transmission and accumulation capacity is limited.

Secondly, the need for power generation from thermal power plants and CHP
plants decreases. So, the profit of CHP plants coming from the electricity market is
reduced and this can increase the cost of the heat for DH. Because of their fast ca-
pacity regulation, CHP plants are expected to become more a backup and balancing
mechanism, than the suppliers of the base load of the electrical grid. Hence, CHP
plants would run only when the balance of the electrical grid and the electricity prices
make their operation economically convenient. On the other hand, heating supply
is required by the DH network throughout the year, also in summer for domestic hot
water preparation. The need to cover the heat demand may force a CHP plant to oper-
ate, even when the electricity prices and/or the operation mode which the plant must
operate at makes its operation expensive and not very efficient.

In this scenario, a solar thermal plant can play an important role. This plant pro-
vides very cheap heat, regardless of the electricity price. When equipped with a short-
term storage, the plant can cover most of the heat demand during the summer season,
so that the CHP plant can be shut down. If the solar thermal plant has also a seasonal
storage, the time frame during which it can cover the heat demand is significantly in-
creased. Additionally, in periods of high wind electricity production and hence low
electricity prices, the storage can be used to balance the grid. Electricity can be con-
verted and stored in the storage, or used to run a heat pump to discharge the storage
[32,33, 16].
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Figure 1.8: Sketch of a typical Arcon-Sunmark collector.

1.3.2 Typical design
1.3.2.1 Solar collectors

The wide majority of large solar collector fields for DH applications is made of flat
plate collectors. These collectors have undergone a strong development during the
years with regard to quality, efficiency increase and cost reduction [34]. The collectors
used in these installations have relatively large aperture areas (12—14 m? [16]), which
make the installation faster and more cost-effective.

Before 2015, the Danish market was dominated by two collector manufacturers,
Arcon Solar A/S and Sunmark Solutions. Both companies produced flat plate harp
collectors, with similar design, although differences existed in terms dimensions, ma-
terials and production method. After the fusion of the two companies into Arcon-
Sunmark A/S [35], all collectors manufactured and installed in Denmark were pro-
duced according to the same design, with minor differences among the single models.
The collectors and the collector fields investigated in this thesis were characterized by
this design, which is described in the present section.

The collectors had external dimensions of 2.27 x 5.97 x 0.14m, corresponding to
a gross area of 13.57m? and an aperture area of 12.56 m2. The absorber consisted of
18 horizontal strips covered by a selective coating. The absorber strips were made of
aluminum, because they are easier to handle and cheaper compared to copper [36]. A
5.80 m long copper pipe was laser-welded below each absorber strip. The 18 absorber
pipes connected two copper manifolds, running along the sides of the collector. The
inlet and outlet of the collector were at the top corners of the module, which made
them easy to connect to one another, when several collectors are installed side by side
in a collector row. Both absorber pipes and manifolds had circular cross sections. A
scheme of the collector hydraulic is shown in Figure 1.8.

The external cover was made of an anti-reflective treated glass with a thickness of
3.2 mm. Back and side of the collector were insulated by 75 mm and 30 mm of mineral
wool respectively. The casing of the collector was made of aluminum.

The collector could be equipped with a foil of fluorinated ethylene propylene (FEP)
mounted between absorber and glass cover. The polymer foil acted as a convection
barrier to decrease the heat losses from the front of the collector. Compared to a double
glass cover, this solution was significantly cheaper and lighter. The Arcon-Sunmark
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Figure 1.9: An Arcon-Sunmark HT-SA 35/10 collector at the Technical University of
Denmark.

collector models which were equipped with polymer foil were named HTHEATstore
(or HT-SA for older models), while those without foil were named HTHEATboost (or
HT-A for older models). The collector name was completed by a two number code,
where the first number denoted the nominal diameter (in millimeters) of the collector
manifolds, and the second the diameter of the absorber pipes. As an example, the
collector name HT-SA 35/10 identifies a collector equipped with FEP foil, and having
a manifold diameter of 35 mm and a absorber pipe diameter of 10 mm (see Figure 1.9).
When referring to a solar collector in this thesis, these names are used to identify the
specific model, without necessarily describing the collector characteristics every time.

1.3.2.2 Solar collector arrays

In a solar assisted DH system, the solar collector field is usually installed next to the
heating plant supplying the DH network. From a technical point of view, solar heat
can be combined with all other fuels for DH, but some of them are more suitable for
environmental and economic reasons [37]. The auxiliary energy system often relies
on natural gas (boilers or CHP plants) or biomass [38, 39]. The contribution of most
solar heating plants to the yearly DH demand is relatively low, no more than 15-20 %
[16]. This is generally the solar fraction which can be reached by plants which are not
equipped with seasonal storage.

The inlet and outlet temperature at which the collector field operates are related
respectively to the return and supply temperature of the DH network. The difference
between inlet/outlet temperatures of the collector field and return/supply tempera-
tures of the DH consists mainly of the temperature drop across the heat exchanger,
which couples the solar collector loop (primary side) to the DH network (secondary
side). Typical supply and return temperatures in Danish DH networks are in the in-
tervals 35—45 °C and 70—80 °C respectively [16].

The control strategy of the collector field aims at reaching a constant outlet tem-
perature, by continuously regulating the total flow rate based on the measured solar
irradiance [40]. For this purpose, more pyranometers are installed across the collector
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field. In case of very large solar collector fields, the presence of more sensors is re-
quired by the fact that, in case of moving clouds (and consequently moving shadows
on the ground), different parts of the collector field may receive different radiations.
Nevertheless, even small collector fields are equipped with more pyranometers for re-
dundancy, so that, in case of failure of one sensor, the collector field does not run the
risk of stagnation.

Ideally, the outlet temperature of the collector field should be approximately equal
to the supply temperature of the DH network. However, in periods of low solar irra-
diance, when sufficiently high temperature cannot be achieved, the additional energy
can be provided by the auxiliary energy system. In this case, the collector field oper-
ates with a target outlet temperature lower than the DH supply temperature, which
increases the efficiency of the solar collectors [41].

The solar collectors are installed on the ground, arranged in rows of 10—25 mod-
ules in series [16], which are then connected in parallel. The distribution pipes con-
necting the different collector series are made of preinsulated steel pipes, buried un-
derground. The pipe diameter progressively decreases, as part of the flow rate is di-
verted to the collector rows. Unlike pipes for DH networks, the distribution pipes in
a solar collector field must cope with much higher and more frequent temperature
variations. To deal with thermal expansion cycles of the pipes without risk of break-
age, the installation of expansions fittings, such as expansion bellows or lyre loops, is
carefully studied in the designing phase of the collector field. Wires to detect potential
leakages can be embedded in the pipe insulation [16].

To maximize its performance, a collector field should be designed so that the out-
let temperature of every row is the same. This is achieved, when the flow rate in each
row is approximately proportional to the row collector area. In this thesis this propor-
tionality between row flow rate and row collector area will be referred to as uniform
flow distribution. To obtain the desired flow distribution in the collector array, mechan-
ical balancing valves are installed and properly regulated at the inlet of each collector
row. Because the valves are regulated in nominal operating conditions, i.e. high solar
irradiance, high flow rate, nominal inlet and outlet temperatures, deviations in flow
distribution may occur when the actual operating conditions differ from the nominal
ones.

Other ways to reach a uniform flow distribution exist, such as adopting a Tichel-
mann (or reverse return) connection or making sure that the pressure drop across the
collector rows is much higher than that in the distribution pipes. However, these
methods are applicable only in case of collector arrays characterized by regular lay-
outs. Hence, mechanical valves are the most common solution adopted, as these are
very effective and offer a higher flexibility, in case of irregular array layout, or if later
adjustment is required. An example of fairly irregular layout is given by Breaedstrup I
solar collector field (see Figure 1.10).

To avoid freezing of the heat transfer fluid in the solar collector loop in case of
low ambient temperatures, propylene glycol/water mixtures are used [41]. As higher
concentrations of glycol entail poorer fluid properties in terms of specific heat, heat
transfer and viscosity, a lower concentration assuring anti-freezing protection only to a
certain extent may be preferred. If the fluid temperature approaches its freezing point,
the pump of the solar collector loop starts and the fluid circulates, with or without
injection of auxiliary heat (frost protection operation).
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Figure 1.10: Braedstrup I solar collector field [42].

1.4 Aim and scope

The aim of the research carried out within this PhD study was to develop detailed
simulation models of large solar collector fields for DH applications. Although its
goal made this PhD study strongly simulation-oriented, the developed models were
validated by comparison with measurements. This was done to guarantee the relia-
bility of the single models, as well as the overall model of the solar heating plant.

The focus of this study was on solar heating plants installed in Denmark, given
the unquestionable leadership that this country has had in the last years in this kind
of installations. As solar heating plants increase in number and in size, it is important
to be able to predict their behavior and performance in the most accurate way. If
correct sizing, control strategy and design improvements can be accurately evaluated
in advance and implemented already in the planning phase, later and more expensive
interventions can be avoided.

Hence, the developed models aimed at addressing aspects which are often ne-
glected by simpler models, such as influence of the operating conditions on the col-
lector efficiency, flow distribution in the different rows of the collector field, thermal
capacity of the components, shadow effect from collector row to collector row. So this
PhD study included:

* Study of the effect of different collector designs and operating conditions on the
collector efficiency (Chapter 2). This goal included:

— efficiency tests of collectors for collector field applications,

- analysis of how different operating conditions affect the collector efficiency,
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— development of stand-alone simulation models of solar collectors, to eval-
uate the collector efficiency in different operating conditions,

— identification of the most relevant conditions that influence the collector
efficiency,

— development of simulation models for solar collectors, which take into ac-
count these relevant aspects and can be integrated in software for system
simulation.

¢ Evaluation of the flow distribution in a collector array (Chapter 3). This goal
included:

— development and validation of a model to evaluate the pressure drop and
flow distribution in solar collectors for collector field applications,

— development and validation of a model to evaluate the flow distribution in
a collector array of known design,

- studying how different operating conditions and array designs affect the
flow distribution.
* Accurate modeling of a solar heating plant (Chapter 4). This was done by:
- integrating the above mentioned models into a system model simulating
the entire solar heating plant,
- validating the system model against measurements from an actual plant,
— evaluating the impact of the higher degree of detail introduced in the mod-

eling on the model accuracy.

¢ Identify the impact that different improvement measures in terms of operating
conditions and control strategy have on the performance of the solar heating
plant (Chapter 4). These included:

- different temperature levels in the collector field,

accurate inputs to the control strategy,

feedback control on the field outlet temperature,

integration of weather forecast into the control strategy,

use of different fluids in the solar collector loop.

The programs TRNSYS and Matlab were the main software used to develop the mod-
els, and were chosen because of their wide usage. Because dissemination was consid-
ered one of the main pillars of scientific research, the developed models were made
publicly available whenever allowed by copyright.
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Chapter 2

Operating conditions and collector
efficiency

2.1 Introduction

In most applications and studies on solar collectors, the collector efficiency parameters
are assumed constant. Besides the mean fluid temperature, the collector efficiency
is assumed to vary only depending on environment-related variables, such as solar
irradiance, ambient temperature and incidence angle, as shown in (Eq. 2.1):

Tm - Tumb (Tm - Tamb)z
—a

c 2 c (2.1)

N ="mnKy—am
where
1 is the collector efficiency [—],
1o is the peak collector efficiency [—],
Ky is the incidence angle modifier [—],
a1 is the heat loss coefficient at (T, — Tpyp) =0K [W/(m?K)],
a, is the temperature dependence of the heat loss coefficient [W/(m?K?)],
Ty is the mean temperature of the solar collector fluid [°C],
Tamp is the ambient temperature [°C|,
G is the total irradiance on the collector plane [W/m?].

More detailed efficiency expressions may include the distinction between beam and
diffuse radiation and wind speed [43].

Among the different operating conditions which can affect the collector efficiency,
the type of fluid and the flow rate have a great importance, especially if these deter-
mine a change in flow regime in the absorber pipes of the collector. With the collec-
tor geometry and the fluid parameters given in their works, Kummer [44] calculated
a decrease of the collector peak efficiency of 2 %, when using a 50 % ethylene gly-
col/water mixture instead of water; Qin [45] 3.8 %, when comparing a 40 % propylene
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(a) Collector HT-A 35/10. (b) Collector HT-SA 35/10.

Figure 2.1: Tested solar collector HT-A 35/10 (a) and HT-SA 35/10 (b) at the Depart-
ment of Civil Engineering at the Technical University of Denmark.

glycol/water mixture and water; Eisenmann et al. [46] 3 %, , when comparing a glycol
mixture in laminar flow and water in turbulent flow. The effect of the flow regime (not
necessarily related to a change in fluid type) on the collector efficiency was also con-
firmed by experimental investigations [47, 48]. A change in flow regime from laminar
to turbulent may cause an increase of the collector efficiency of 3-8 % [47].

Most collectors are tested using water as heat transfer fluid and in condition of
turbulent flow. If the collectors were supplied with propylene glycol/water mixtures,
laminar regime may take place, reducing its efficiency.

This chapter summarizes the study on the effect of the flow regime on the collector
efficiency and the measures that were taken to account for this when modeling a solar
collector. Additionally, the effect of a polymer foil used as convection barrier inside a
solar collector is described.

2.2 Testing and modeling of solar collectors

The efficiency of two solar collectors for collector field applications was experimen-
tally investigated in different operating conditions of flow rate and tilt angle. The
collectors were the models HT-A 35/10 and HT-SA 35/10 (see Section 1.3.2.1), and are
shown in Figure 2.1. The only difference between the two was a FEP foil interposed
between absorber and glass cover in the HT-SA model, acting as a convection barrier.

The collectors were tested according to the steady-state method described in the
standard ISO 9806 [43]. The tested operating conditions were: tilt angle of 45° and
flow rates of 5, 10 and 251/min (corresponding to 0.3, 0.6 and 1.5m3/h); tilt angles of
30° and 60° and flow rate of 251/min. The solar collector fluid was a 40 % propylene
glycol/water mixture.

Testing a collector in many different conditions is time consuming and not always
practical. Hence, a simulation model able to calculate the collector efficiency in differ-
ent conditions can be very convenient. Such a model was created in Soleff, software
developed at Technical University of Denmark [49]. The model results were validated
against measurements, to verify that the software was suitable for simulation of large
solar collectors for collector field applications and to prove the model reliability.
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Figure 2.2: Comparison between measured (M) and simulated (S) efficiencies of the
HT-A 35/10 collector.

Part of the experimental measurements and simulation results are presented in
Figure 2.2. The diagram shows the comparison between measured and simulated
efficiencies for the HT-A 35/10 collector at different tilt angles and flow rates. Similar
results were obtained for the HT-SA 35/10 collector. For sake of clarity, and because
it was found that the condition affecting more strongly the collector efficiency was
the flow regime, Figure 2.2 does not specify the tilt angle of the single data points.
Additionally, to keep the diagram as clear and simple as possible, the efficiency points
characterized by transitional flow regime (i.e., Reynolds number Re=2200—2400) are
not reported in Figure 2.2. The complete results of this study can be found in Paper L.

Figure 2.2 shows that a good agreement between measured and calculated effi-
ciencies was found, when the flow regime was either laminar (Re<2000) or turbulent
(Re>3800). This proved the suitability of the software and the model in these flow
conditions. Additionally, it was found that the peak efficiency of the collector was not
significantly affected by the flow rate, as long as this did not entail a change in flow
regime. Conversely, transition from laminar to turbulent flow increased the peak effi-
ciency by up to 4 % [50]. For this reason, the diagram shows that the efficiency points
at 5 and 101/min, characterized by laminar flow, were mainly aligned. On the other
hand, the efficiency points at 251/min presented a sort of discontinuity, when the ratio
(T — Tamp)/G was higher than 0.06 K m?/W. In these conditions of flow rate and tem-
perature the flow in the absorber pipes became turbulent, resulting in higher collector
efficiencies compared to those obtained at lower fluid temperatures. The discontinu-
ity caused by the change in flow regime prevented fitting the data with a quadratic
efficiency expression (Eq. 2.1).

Regarding the effect of the FEP foil on the collector efficiency, the results showed
that the presence of the foil reduced the heat losses by 19-25 %, but the additional
layer also reduced the solar irradiance reaching the absorber by 2—4 % [50]. As a
result, the HT-SA model presented lower heat loss coefficients, but also lower peak
efficiencies compared to the HT-A model. Hence, the latter performed better at lower
temperatures, while the former at higher temperatures. As the temperature rise along
a collector row is relatively high (30—40K), a mixed composition of collectors with
and without polymer foil may be an optimal solution. Installing collectors without
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Table 2.1: Comparison between measurements and TRNSYS collector types.

Parameter Type 832 Type 1290 Type 539
Deviation in useful energy output 23%  032% -031%
(all four days)

Maximum deviation in useful energy -56%  -0.69 %  -0.69 %

output over one day test

RMSD of outlet temperature (all four 0.16 K 0.14K 0.12K
days)

Maximum RMSD of outlet 017K 021K 0.15K
temperature over one day test

foil in the first part of the array and collectors with foil in the second part would allow
exploiting the advantageous characteristics of both models. A study on a collector row
consisting of both types of collectors is presented in Paper II, both in terms of energy
performance and economics.

2.3 TRNSYS Type 330

2.3.1 Development and characteristics of Type 330

As seen in Section 2.2, a change in flow regime can have a strong impact on the col-
lector efficiency. Additionally, if a collector experiences different flow regimes within
the range of its operating conditions, then its efficiency cannot be accurately described
by a single efficiency expression. For example, if the ranges of temperatures and flow
rates of the collector field by Heje Taastrup are considered (see Section 4.2), solar col-
lectors will experience laminar flow in approximately one third of the cases. For this
reason, a new type component of solar collector, with flow regime-dependent effi-
ciency, was developed in this study, in order to be used within the software TRNSYS.

Validated and reliable collector types already exist in TRNSYS. For this reason, the
new type was created by editing the source code of one of these. The main collec-
tor types in TRNSYS are Type 832 [51], Type 539 and Type 1290 [52]. To select the
most suitable type, these were compared to measurements from a HT-SA 35/10 col-
lector (see Section 3.2). The efficiency of the collector was determined according to
the quasi-dynamic test method described in the standard ISO 9806 [43]. The collector
was tested with a water flow rate of 1.5m3/h and at four different temperature levels
during four days. The measured data were analyzed and fitted through a multiple lin-
ear regression (MLR) to determine the collector efficiency parameters. These, together
with the measured inlet temperature, flow rate, solar irradiance and ambient temper-
ature, were given as input to the three TRNSYS collector types. It must be noted that,
as Type 539 internally calculates the incidence angle modifier for diffuse radiation, its
source code was modified to accept the value determined by the MLR.

The deviation in useful energy gains and the root-mean-square deviation (RMSD)
of the collector outlet temperatures between the measured data and the output of the
three collector types are shown in Table 2.1.

Type 832 presented the highest deviations, both in terms of outlet temperature (if
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Chapter 2. Operating conditions and collector efficiency

calculated over the four days) and energy gain. Type 539 showed the best agreement
with the measurements, followed by Type 1290. Type 1290 and Type 832 are per-
fectly compatible with the quasi-dynamic test method described in the standard [43],
as they offer the possibility of giving as input the wind speed and sky temperature
effects on the collector efficiency. However, these parameters are expected to play a
negligible role in glazed flat plate collectors [53] and are not usually provided in tech-
nical datasheets. Consequently, given the slightly better agreement between measured
data and the output of Type 539, this was chosen as starting type to develop the new
collector model, Type 330.
Type 330 differs from the original Type 539 in the following aspects:

— The incidence angle modifier for diffuse radiation can be specified by the user.

— Two sets of efficiency coefficients (79, a1 and a;) and test parameters (flow rate
and fluid specific heat to which the efficiency coefficients refer to) can be given as
input. The user needs also to specify the number of absorber pipes and the pipe
diameter. Assuming that the inlet flow is uniformly distributed in the absorber
pipes, fluid velocity and Reynolds number are calculated in each collector node.
In fact, the collector is divided in a user-defined number of nodes in the flow
direction, to solve the differential equations resulting from the energy balance on
the collector. Depending on the flow regime in each node, one set of efficiency
coefficients or the other is used. Transition from laminar to turbulent regime is
assumed to take place at Re=2300.

— The thermophysical properties (density and viscosity) defined in the type refer
to a 35 % propylene glycol/water mixture (Eqs. 8-9 in Paper IV), but they can
be easily changed by the users according to their needs.

— The incidence angle modifier (IAM) for direct radiation is calculated through the
cosine formula in the range 0°-80°. In the range 80°—90°, the IAM value is ob-
tained through linear interpolation between IAM(80°) and 0. Type 539 works in
the same way, but the linearization occurs for angles larger than 60°. Depend-
ing on the information available in the collector test report, the user can specify
the range of incidence angles for which the IAM expression fitting the test data
should be used.

2.3.2 Use of Type 330

In solar collector test reports the collector efficiency parameters are given only for a
specific combination of fluid type and flow rate. The tested fluid is usually water, and
water was used in the efficiency tests of the Arcon-Sunmark collectors considered in
this thesis. The flow rate should be chosen in such a way that the flow regime in the
absorber pipe(s) does not change across the range of tested temperatures [43].

On the other hand, to use all the features of Type 330, two sets of efficiency co-
efficients (one for laminar and one for turbulent flow) were needed, as explained in
Section 2.3.1. For this purpose the software Soleff (see Section 2.2) was used. The
collector chosen to be modeled was a HTHEATstore 35/08, as those installed in Hoje
Taastrup solar collector field (see Section 4.2).
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Chapter 2. Operating conditions and collector efficiency

Table 2.2: Declared and simulated efficiencies of a HTHEATstore 35/08 collector based
on gross area (13.57 m?).

. 0 ay az
Fluid [;7_] [W/(mz KH [W/(m2 KZ)]
Declared efficiency [54] water 0.757 2.199 0.007
Soleff efficiency (test conditions) = water 0.757 2.260 0.006
Soleff efficiency (turbulent) 35 % glycol 0.756 2.318 0.006
Soleff efficiency (laminar) 35 % glycol 0.727 2.357 0.005

Based on the actual collector design (see Section 1.3.2.1) and test conditions [54],
a model of the collector was developed in Soleff, so to match the efficiency expres-
sion stated in the test report [54]. The maximum deviation between the two efficiency
curves was lower than 0.2 % in the range 0—0.10Km?/W for factor (T, — Tyup)/G.
In this way, the collector design parameters used by the software were determined
and only the operating conditions were changed afterwards. More specifically, the
Soleff model was used to evaluate the efficiency of a HTHEATstore 35/08 collector,
when this was supplied with a 35 % propylene glycol/water mixture, both at a high
(2m3/h) and a low (0.7 m3/h) flow rate. These two flow rates were chosen, because
they guaranteed respectively turbulent and laminar flow in the temperature range at
which a collector field usually operates. In this way, the resulting efficiency curves
were characterized by the same flow regime throughout the temperature range and
did not present anomalous discontinuities. The coefficients of the declared and simu-
lated efficiencies are listed in Table 2.2.
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Flow distribution

3.1 Introduction

The size of solar collector fields in Denmark has been constantly increasing in the
last years. In 2012 the largest solar collector field in operation was Marstal, with a
collector area of about 33,000 m?, although this plant consisted of three fields, built in
different years. The single largest collector field was Grasten, with about 20,000 m?
collector area. Two years later the record passed to Dronninglund (37,500 m?), and
the following year to Vojens II (52,500 m?, see Figure 1.5), extension of an existing
collector field. In 2016 the collector field in Silkeborg won the title with a collector
area of 157,000 m? (see Figure 1.3).

When collector arrays become increasingly larger, the risk of non-uniform flow
distribution from one row to another increases. Non-uniform flow distribution is not
desirable for different reasons. First of all, it decreases the performance of the collec-
tor field, because different collector rows reach different outlet temperatures. Mixing
flows at different temperatures causes a lower temperature rise across the collector
field compared to the case with identical outlet temperatures.

Secondly, a uniform temperature distribution across the collector array is crucial
in critical conditions, such as incipient stagnation and frost protection operation. A
collector row supplied by a lower flow rate is likely to run into stagnation and/or
freezing earlier than other collector rows. This is a risk for the entire collector field
and decreases its performance. In fact, a collector row supplied by a lower flow rate
may reach high outlet temperatures, which can trigger an alarm signal and interrupt
the normal operation of the collector field, with consequent loss of useful energy pro-
duction.

Uniform flow distribution also plays an important role in case of anti-freezing op-
eration. Propylene glycol/water mixtures ensure a frost protection down to several
degrees below 0 °C, depending on the glycol concentration. If the fluid temperature
in the collectors decreases dangerously close to the freezing point, the primary pump
is turned on and the solar collector fluid is circulated across the collector field. De-
pending on the measured collector temperatures and ambient temperature, the frost
protection operation may operate with or without injection of heat from the secondary
side to the solar collector loop. A uniform flow distribution in all the rows ensures pro-
tection of the system, as collector rows supplied by lower flow rates are more likely to
experience freezing in case of extended cold periods.
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In large solar collector fields in Denmark, balancing valves are installed at the inlet
of each collector row and their setting is chosen so to give a uniform flow distribution
in nominal operating conditions, i.e. high solar irradiance, high flow rate, nominal
inlet and outlet temperatures. However, due to the non-linear relation between flow
rate and pressure drop, and the variation of the fluid thermophysical properties with
the temperature, deviations in flow distribution can be expected if the operating con-
ditions differ from the nominal ones [55].

Flow distribution in solar thermal systems has been the topic of many investiga-
tions, both at collector level [56, 57, 58, 59, 60] and array level [55, 61, 62]. However,
it was not possible to find a flexible tool or model, able to solve the flow distribution
problem in scenarios different from those for which the model had been developed.
For this reason, a model to evaluate the flow distribution for different collector array
designs was developed. This chapter briefly describes the development and valida-
tion of the model, while the complete analysis is presented in Paper III, IV and V.

3.2 Hydraulic model for solar collectors

To calculate the flow distribution in a collector array, the relation between flow rate
and pressure drop in each component of the system needs to be known. In a collec-
tor field it is possible to distinguish three main types of hydraulic components: solar
collectors, pipes and fittings (bends, tee junctions, valves, changes in flow area, etc.).
Correlations for pipes and fittings are usually found in literature or in product cata-
logs. Finding this information for solar collector is less straightforward. First of all, the
pressure drop characteristic curve is often missing in collector datasheets. Even when
present, the conditions used during the test may be different from those in real-world
operation, both in terms of fluid type and fluid temperature. In such cases, the test
results cannot be directly used without introducing a systematic error [63]. For this
reason a hydraulic model of a flat plate harp collector was developed. The model was
developed in Matlab and, given its flexibility, it can be easily customized according to
the user’s needs.

The model was based on the design of U-type harp collectors, as described in Sec-
tion 1.3.2.1. Buoyancy effect was neglected and the flow was assumed isothermal.
This simplification could be done due to the characteristics of the flow which usually
takes place in large collectors in collector field applications. The collectors are usu-
ally arranged in rows of 10—25 modules [16], so the temperature rise in each collector
is relatively low, while the flow rate is relatively high. If the velocity in the collec-
tor pipes is high compared to the temperature rise across the collector, then the flow
distribution is dominated by friction and buoyancy can be neglected [60].

The model was validated in terms of pressure drop across the collector against
measurements and in terms of flow distribution against other model results found in
literature [58]. The validation of the model in terms of overall pressure drop was done
comparing the model results with measurements carried out on an Arcon-Sunmark
HT-SA 35/10 collector (see Section 1.3.2.1). The collector piping was made of copper
and had circular cross sections. The 18 absorber pipes were 5.80 m long, had an inner
diameter of 9.1 mm and an intermediate spacing of 122mm. The manifolds had an
inner diameter of 32.9 mm.
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Figure 3.1: Comparison between measured and modeled pressure drops.
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Figure 3.2: Pressure drop in Arcon-Sunmark HTHEATstore 35/08 collector.

Measurements were performed using water and a 50 % propylene glycol/water
mixture, at different flow rates and fluid temperatures. The comparison between mea-
sured and calculated pressure drops is shown in Figure 3.1.

The validated model could then be used to assess the flow distribution and the
pressure drop in similarly designed collectors in different operating conditions. Two
examples of output of the model in terms of pressure drop are given in Figure 3.2.
The two diagrams show the pressure drop as function of the flow rate and fluid tem-
perature. The diagrams refer to an Arcon-Sunmark HTHEATstore 35/08 collector [54],
when this is supplied with water (Figure 3.2a) and with a 35 % propylene glycol/water
mixture (Figure 3.2b). In terms of hydraulic design, the only difference between an
HTHEATstore 35/08 and a HT-SA 35/10 collector was the diameter of the absorber
pipes, which was 7.3 mm in the former and 9.1 mm in the latter.

As expected, the pressure drop in the collector supplied with water was signifi-
cantly lower, due to the lower viscosity of water compared to the glycol/water mix-
ture. For the thermophysical properties, refer to (Eqs. 3—4) in Paper III for water, and
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to (Egs. 8-9) in Paper IV for the glycol/water mixture.

The two pressure drop diagrams reveal also something about the flow regime
which takes place in the collector absorber pipes in different operating conditions
of flow rate and fluid temperature. At high flow rates and high temperatures the
Reynolds number in the absorber pipe was fairly high and the flow was turbulent.
When decreasing the flow rate and/or the fluid temperature, the surfaces shown in
Figure 3.2 present some sort of discontinuity, which marks the start of the transition
region. This is particularly evident in the case of the glycol/water mixture in Figure
3.2b. If the flow rate and/or the fluid temperature are further decreased, the laminar
region is entered. Let us assume that a collector array made of HTHEATstore 35/08 is
operated between 50 °C and 95 °C. If water was used as solar collector fluid, the flow
regime in the collector absorber pipes would be turbulent, almost regardless of the
flow rate. Conversely, if the 35 % glycol/water mixture was used, the flow would be
turbulent regardless of the fluid temperature, only at flow rates higher than 2m3/h. At
lower flow rates and depending on the fluid temperature, the absorber pipes would
experience transitional or laminar flow.

Hence, the diagram can be used to identify how often, in which conditions and
which fraction of the collector array experiences non-turbulent flow, and consequently;,
when a lower performance can be expected.

3.3 Model for flow distribution in a collector array

3.3.1 Numerical model

The collector model previously described was used as part of a hydraulic model sim-
ulating an entire collector array. In the model the pressure drop along straight pipes
was calculated through the well known Darcy-Weisbach equation and correlations for
the friction factor found in literature (see (Egs. 1-3) in Paper IV) [64, 65, 66, 67]. For
fittings, such as bends, tee junctions, changes of flow section area, etc., correlations
from Idelchik [68] were used. The relation between flow and pressure drop in the
balancing valves, installed at the inlet of each collector row to achieve uniform flow
distribution, was provided by the valve manufacturer [69]. Finally, for the corrugated
pipes connecting to each other the collectors of the same row, experimental results
made available by the company Arcon-Sunmark A /S were used.

Based on the above mentioned correlations between flow rate and pressure drop,
the hydraulic model for flow distribution in solar collector arrays was developed in
Matlab. The core of the model consists of the solution of a set of equations (Eq. 12
in Paper 1IV), imposing the conservation of mass across the collector field and the uni-
formity of pressure drop along the different hydraulic paths. Given a preliminary
assumption on the flow distribution, the set of equations is solved iteratively, until
convergence is reached.

Two different methods are implemented to estimate the temperature profile along
the collector rows, which determines the fluid properties. In the first method, one
inlet and one outlet temperature must be defined as input, and a linear temperature
profile is assumed along the collector row. The second method does not require an
outlet temperature to be defined, as this is calculated for each row, as function of the
flow rate passing through it. Required inputs are in this case the collector efficiency
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Figure 3.3: Aerial picture of Heje Taastrup solar collector field (source: Arcon-
Sunmark A/S).

coefficients and weather conditions, such as solar irradiance and ambient temperature.
The temperature profile across each collector row is then calculated according to (Egs.
10-11) in Paper IV.

3.3.2 Haoje Taastrup solar collector field

The collector field near Hoje Taastrup (20 km west of Copenhagen) was taken as basis
to develop the hydraulic model and used for the validation. A detailed description
of the entire solar heating plant is given in Section 4.2. In this Section the description
focuses only on the hydraulic characteristics of the solar collector loop, as these are
relevant for understanding the boundary conditions of the flow distribution model.

An aerial picture of the collector field is shown in Figure 3.3, while the layout
of the collector array is presented in Figure 3.4. The collector field consisted of 240
solar collectors HTHEATstore 35/08 (see Section 1.3.2.1), for a total collector gross
area of 3257 m2. As shown in Figure 3.4, the collectors were arranged in two identical
subfields. Each subfield consisted of 12 collector rows, with a row distance of 5.5m,
and each row was made up of 10 collectors.

The supply pipes ran along the outer sides of the collector field, while a single
return pipe collected the fluid in the middle of the field. The diameter of the dis-
tribution pipes progressively decreased, as part of the flow rate was diverted to the
collector rows. Balancing valves were installed at the inlet of each collector row to
guarantee a uniform flow distribution.

Depending on the solar irradiance and the outlet temperature set point, the flow
rate to the collector field ranged between 8 and 67 m3/h. The fluid in the collector loop
was a 35 % propylene glycol/water mixture.

To measure the flow distribution in the collector field (i.e. the flow rate in each
collector row), a differential pressure sensor was used. This could be done as the in-
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Figure 3.4: Layout of Hoje Taastrup collector field (adapted from Arcon-Sunmark).

stalled balancing valves had two measuring points, one before and one after the valve
member. Measuring the pressure drop across the valve and knowing the relation be-
tween flow rate and pressure drop for each setting of the valve, the row flow rate was
calculated. The fluid temperature, needed to calculate the fluid density and viscosity,
and correct the valve characteristic accordingly, was also measured.

Measuring the row flow rate in this way has the obvious advantage that this method
is not invasive and does not require any modification of the existing piping system.
However, this simplicity of measurement comes with the drawback of a higher mea-
surement error, compared to a regular flow meter. This ranged between 5 % and 7 %
in the performed tests (refer to Figure 4 in Paper IV). Some preliminary field measure-
ments showed that the balancing valves gave a fairly uniform flow distribution, so
that the differences in the measured row flow rates were smaller than the measure-
ment error. Consequently, the measurements were repeated, after inducing a stronger
maldistribution in the eastern subfield, by modifying the valve settings in the first 10
collector rows.

With the modified valve settings, the flow distribution in the field was measured
at flow rates of 14, 30 and 50 m®/h. Additionally, two manometers in the primary
loop — one installed after the pump and the other right before the inlet to the heat
exchanger — were used to measure the pressure drop across the collector field.

3.3.3 Output of the model

The model was validated both in terms of overall pressure drop and flow distribu-
tion, as described in Section 3.3.2. The comparison between measurements and model
results is shown in Figure 3.5. Figure 3.5a presents the measured and calculated pres-
sure drops as function of the flow rate. The reason why the pressure difference was
not null at null flow rate was the hydrostatic pressure between the two manometers
(see Section 3.3.2), which had an elevation difference of 1.36 m.
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Figure 3.5: Validation of the flow distribution model for solar collector arrays.

Figure 3.5b presents the flow distribution in one of the validation tests, more specif-
ically that using a flow rate of 30 m%/h. Both modeled and measured row flow rates
(the latter including error bars) are shown in terms of dimensionless flow rate, which
was defined by (Eq. 3.1) as the ratio between the actual row flow rate and the flow rate
that each collector row should receive in case of perfectly uniform flow distribution.
It must be remembered that, according to the definition given in Section 1.3.2, uniform
flow distribution refers to the proportionality between the flow rate in each collector
row and the row collector area, and not necessarily to an identical flow rate in each
collector row.

v Vi

1

Arow,i N (3.1)
Afield igl Vi

where
V' is the dimensionless volume flow rate in a collector row [—],

V is the actual volume flow rate in the collector row [m3/h],

A is the area either of the collector row or of the collector field, depending on the
subscript [m?],

i subscript denotes the collector row [—],
N is the total number of collector rows [—].

As a good agreement between model and measurements was found, the model was
regarded suitable to investigate the flow distribution in solar collector arrays with
different layouts and under different operating conditions.

First, the flow distribution in Heje Taastrup collector field was simulated, assum-
ing that the actual settings of the balancing valves were used, and that the inlet and
outlet temperatures were 55 °C and 95 °C respectively. The flow distribution for the
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Figure 3.6: Modeled flow distributions in Heje Taastrup solar collector field for differ-
ent field flow rates.

considered flow rates is shown in Figure 3.6a. Compared to the validation scenario
(Figure 3.5b), the flow distribution was significantly more uniform due to the correct
valve settings. As can be seen, the higher the flow rate, the more uniform the flow
distribution. This could be expected, because the settings of the balancing valves had
been chosen so to give a uniform distribution when the collector field was supplied
with a flow rate of 55m%h. Although flow rates different from 55m3/h caused a
higher maldistribution, the balancing valves maintained the flow distribution within
an acceptable range. Even at fluid temperatures close to the freezing point of the gly-
col/water mixture, the flow distribution remained fairly uniform (Figure 3.6b).

The flow distribution in collector arrays characterized by different layouts was also
investigated. In Sweden there have been experiences of relatively small collector fields
with regular layout, obtaining a uniform flow distribution without the use of balanc-
ing valves. This was achieved by simply keeping constant the diameter of the supply
and return pipes along their entire length. This assured that the pressure drop across
the collector rows was much higher than that in the distribution pipes. So one of the
simulated scenarios consisted of applying the same approach to the collector field by
Hoje Taastrup. However, because the western subfield was farther away than the east-
ern one from the primary pump, a flow unbalance between the two subfields would
occur, if the balancing valves were removed. Hence, in the new layout (Figure 3.7a) it
was also assumed that the technical building was in a centered position compared to
the of the field. The resulting flow distribution is shown in Figure 3.7b.

Due to the new symmetry of the collector array and to the constant pipe diameters,
the flow distribution was fairly uniform, with deviations comparable to the scenario
with normal operation (Figure 3.6a). The absence of the balancing valves and the
larger pipe diameters decreased the pressure drop in the collector field by 20-25 %
compared to the original design. However, to make a fair comparison, the additional
pipe length on the secondary side between the newly located technical building and
the north-east corner of the field, where the connection to the DH network lies, should
be considered. In this case the resulting net reduction in pressure drop was 7-15 %.

Other arrays, characterized by a larger number of collector rows connected in par-
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Figure 3.7: Alternative configuration of Heje Taastrup collector field: symmetric array,
constant diameters of the distribution pipes and no balancing valves.

allel or by a more irregular layout, were also simulated, to assess the effect that the
absence of balancing valves would have in these cases. In Figure 3.8 two of the sim-
ulated layouts and the resulting flow distributions are shown. For both layouts, two
cases were considered. In the first the pipe diameter was kept constant along the
entire length of the distribution pipes, while in the second the diameter was progres-
sively decreased, as the flow was diverted to the different collector rows. For sake of
simplicity, only two flow rates, those giving the most and the least flow uniform dis-
tribution, are shown in the diagrams. A more detailed analysis of these configurations
is presented in Paper IV and Paper V.

Results from several simulations based on regular array layouts (such as those
shown in Figures 3.7a and 3.8a) indicated that, in absence of balancing valves, the rule
of thumb (Eq. 3.2) is generally valid:

max (V;) — min (V) ~0 SAPdistr.pipes
min (Vz) ’ AProw

(3.2)
where

max (V;) is the highest volume flow rate in a collector row [m®/h],

min (V;) is the lowest volume flow rate in a collector row [m%/h],

APistr.pipes 18 the pressure drop along the longest distribution pipe (supply and re-
turn) [Pa],

Aprow is the pressure drop in a collector row supplied by the average flow rate [Pa].

Additionally, assuming that the collector efficiency was independent of the collector
flow rate, it was found that the reduction in thermal performance of a collector ar-
ray due to flow maldistribution was relatively small. Figure 3.9 shows the effect of
flow maldistribution on the power output of a collector field consisting of HTHEAT-
store 35/08 collectors [54]. The degree of flow maldistribution is expressed in terms of
root-mean-square deviation (RMSD) between the actual dimensionless row flow rates
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Figure 3.8: Array layouts and resulting flow distributions: 24 identical collector rows
connected in parallel (a, c); 24 differently composed collector rows connected in par-
allel (b, d).
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and the dimensionless row flow rates in case of perfectly uniform distribution. It can
be seen that severe levels of maldistribution are necessary to significantly affect the
thermal power output of a collector field.
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Chapter 4

Modeling of solar heating plants

4.1 Introduction

Although several simulation tools exist to model large solar collector fields for DH
applications [70, 71,72, 73,74,75,76,77, 78], TRNSYS was identified as the most suit-
able software to this purpose, due to the existing libraries of available components
[75, 52, 79] and its high flexibility. As seen in Section 2.3.1, users can also create their
own components, or customize existing ones by editing the source code. Addition-
ally, TRNSYS has been widely used for simulation of solar thermal systems and many
models have been validated against measurements [80, 81, 82, 83, 84, 85, 86].

In the wide majority of the studies found in literature the collector field was treated
with little detail, usually modeled by a single collector component, one supply pipe
and one return pipe. Consequently, the flow distribution across the collector field
was not considered, and the plug flow in the distribution pipes was not accurately
modeled, likely leading to an advance or delay of the model response compared to
reality. Another simplification was the assumption of a constant efficiency expression,
although this can be affected by the collector operating conditions, in particular by
the flow regime in the absorber pipes, as seen in Chapter 2. Other aspects which are
often neglected are thermal capacity of the components, distinction between beam and
diffuse radiation and shadow effect from one row to another.

To investigate the effect of these different aspects on the accuracy of the simulation,
a detailed model of a large solar heating plant for DH application was developed, val-
idated and finally used to investigate possible improvement measures. The present
chapter summarizes the key points of this study, while the complete analysis is pre-
sented in Paper VI and VII.

4.2 Description of Heje Taastrup solar heating plant

The TRNSYS model was developed based on the solar heating plant by Heje Taas-
trup. As the layout of collector field has been already described in Section 3.3.2, this
section summarizes only the key characteristics of the collector field and focuses on
the remaining components of the solar heating plant and on the control strategy.

The collector field was made of two subfields of 12 collector rows (see Figure 3.4 in
Section 3.3.2) and each row consisted of 10 HTHEATStore 35/08 collectors [54] result-
ing in a total gross collector area of 3257 m?. The collectors had a tilt angle of 43° and
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an orientation of 2.5° W. The solar collector fluid was a 35 % propylene glycol/water
mixture.

The operating temperatures depended on the return and supply temperature in
the DH network. The DH return temperature was about 40 °C in winter and 50 °C
in summer. The DH supply temperature varied from the lowest temperature of 70 °C
(in summer) to the highest temperature of 90 °C (in winter), depending on the ambient
temperature. However, during the first year of operation (2015) the outlet temperature
from the collector field in summer was about 95 °C, so considerably higher than the
nominal DH supply temperature. Because no auxiliary heating plant was located near
the collector field, the temperature from the solar heating plant had to be as close
as possible to DH supply temperature, if the energy was to be delivered to the DH
network.

The flow rate in the collector field varied between 8 and 67 m?/h, depending on
the solar irradiance, which was measured by silicon cell pyranometers [87]. However,
it was known — and was confirmed in this study — that the accuracy of this kind of
sensors was not very high and tended to decrease over time, underestimating the ac-
tual solar irradiance. Hence, secondary standard [88] thermopile pyranometers were
added to measure the total radiation on the collector plane. A first class [88] ther-
mopile pyranometer equipped with shadow ring was used to measure the diffuse
radiation.

From the solar collector loop (primary side) thermal energy was transferred to
a water loop (secondary side) by a plate heat exchanger. The secondary side was
connected to the DH network by 550 m long transmission pipes. Both primary and
secondary side were equipped with a bypass for pre-heating purposes. In the primary
loop the bypass connected the return pipe from the collector field to the supply pipe
to the field (Bypass 1 in Figure 4.1), and was used to recirculate the heat transfer fluid
across the collector field, without it passing through the heat exchanger. The primary
bypass was used at the start-up of the plant, when the collector field needed to reach
a certain temperature set point before heat could be delivered to the secondary side.
In the secondary loop the bypass was located at the end of the transmission pipes
(Bypass 2 in Figure 4.1), before the connection with the DH network. Also in this
case, the bypass was used to recirculate the water in the transmission pipes, until it
reached a temperature compatible with the DH network. If on the other hand the
water from the forward transmission pipe was at a temperature higher than the DH
supply temperature, this could be tempered mixing it with colder water from the DH
return, intercepted through a shunt (Shunt pump in Figure 4.1).

The control strategy of the solar heating plant aimed at reaching a constant outlet
temperature at the end of the forward transmission pipe. To achieve this, the quantity
Qso1, i-e. the theoretical power output from the collector field, was calculated accord-
ing to (Eq. 4.1), based on the instantaneous solar irradiance measured on the collector
plane (G). Then, the primary flow rate was regulated based on the value of Qs ac-
cording to (Eq. 4.2), to achieve a constant field outlet temperature, ideally identical to
the outlet temperature set point (Tsetpoint)-

Qsol = Afield (G o — a1 (Tn — Tamp) — a2 - (T — Tamb)2> (4.1)
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Figure 4.1: Scheme of Hoje Taastrup solar heating plant.

M = min [mmx, max [mmin, Qsol H (4.2)
Cp - (Tsetpoint — Tin)

It must be noted that in (Eq. 4.1) the temperature T, is the average between the
measured inlet temperature to the collector field and the outlet temperature set point,
and not the actual outlet temperature. The outlet temperature set point was equal
to the DH supply temperature, increased by a certain amount, to take into account
the temperature drop across the heat exchanger and other factors, such as thermal
losses from the pipes. In (Eq. 4.2) the flow rates 7,4, and 71, are the maximum and
minimum flows the primary pump could supply.

The primary pump turned on, when either Q,, was higher than a certain value,
or one of the sensors installed at the outlet of the monitored collector rows measured
a fluid temperature higher than a certain set point. When the field outlet temperature
was higher than a certain threshold, the primary bypass was closed and the secondary
pump was turned on.

The 35 % glycol/water mixture in the primary loop ensured frost protection down
to -16 °C. If the fluid temperature fell below a first set point, the primary pump would
start and recirculate the warmer fluid stored in the distribution pipes through the pri-
mary bypass and across the collector field. If the fluid temperature still decreased be-
low a second set point, heat would be transferred from the DH network to the collector
field through the heat exchanger, until a minimum fluid temperature was reached in
all monitored collector rows.

4.3 TRNSYS-Matlab model

4.3.1 Development of the model

All components used in the simulation model (Figure 4.2) belonged to well-established
TRNSYS libraries [75, 52, 79], with the only exception of the solar collectors, for which
the in-house developed Type 330 was used (see Section 2.3).

Each Type 330 in the model represented one of the 24 collector rows which made
up the collector field. Types 709 [52] were used to model all distribution pipe seg-
ments between the collector rows in the primary loop, and the transmission pipes in
the secondary loop. So the exact field layout and plug flow were reproduced. Addi-
tionally, the Matlab model evaluating the flow distribution in the collector array (see
Section 3.3) was integrated into the TRNSYS model through Type 155 [75]. At each
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simulation time step Type 155 passed the necessary inputs from TRNSYS to Matlab,
which calculated the flow distribution in the different collector rows and returned the
result back to TRNSYS.

As the pipe Type 709 did not consider the thermal mass of the pipe material, which
may be relevant for the bigger pipes, the thermal capacity Type 306 [79] was added
to the longest distribution and transmission pipes, i.e. the supply pipe to the western
subfield, the common return pipe from the collector field and the transmission pipes
between the heat exchanger and the DH network (see Figure 4.2).

The soil temperature to calculate the heat losses from the buried pipes was evalu-
ated through Type 77 [75]. The plate heat exchanger between primary and secondary
side was modeled through Type 5b [75], as this component offered the possibility of
defining a variable heat transfer coefficient. This was accurately determined based on
measurements from the heat exchanger installed in Heje Taastrup plant.

The control strategy was implemented through the use of Equation blocks, to de-
fine correlations such as (Eq. 4.1) and (Eq. 4.2). Differential controllers of Type 2d [75]
set the turn-on/off conditions of the pumps. Type 93 [75] was used to introduce time
delay and weather forecast (Section 4.4.3). Controller Type 23 [75] was used to model
the PID control (Section 4.4.2).

The model was run with two different types of weather data. Actual weather data
measured at Hgje Taastrup plant during the summer 2015 were used for the valida-
tion of the model. Instantaneous values of all monitored parameters were recorded
with one minute time step. On the other hand, the yearly simulations made use of the
Meteonorm weather data for the location of Copenhagen-Taastrup, contained in the
standard TRNSYS library [75]. Both measured data and Meteonorm data were used
in the investigated scenarios implementing weather forecast (Section 4.4.3) and PID
control (Section 4.4.2). In these cases the Meteonorm data were used to calculated the
yearly performance of the solar heating plant, while the measured data were used to
verify the stability of the control strategy. In fact, being the Meteonorm data inter-
polations of hourly values, they did not present fast fluctuations in solar irradiance,
which were needed to evaluate the behavior of the control, which was relevant in case
of rapidly varying irradiance in the above mentioned scenarios.

The shadow effect from row to row was taken into account through the shadow
mask Type 30 [75]. The so corrected diffuse and beam irradiance were given as input
to all collector rows except the front ones, which were not shaded.

4.3.2 Validation of the model

For the validation of the model, measured weather data (irradiance and ambient tem-
perature) and return temperature from the DH network were used as input, while
all other quantities were calculated by the model. Because there was a distinct dif-
ference in measured irradiance between the thermopile pyranometers and the silicon
cell pyranometers (Figure 4.3), the measurements from the two types of sensors had to
be used appropriately. The total irradiance measured by the silicon cell pyranometers
was used in the control strategy, as in the actual plant. The total and diffuse irradiance
measured by the thermopile pyranometers were given as input to the shadow mask
Type 30, which used them to calculate the actual irradiance on the collectors.

When using the collector efficiencies for a 35 % glycol/water mixture (see Table
2.2) as input to the TRNSYS model, the modeled outlet temperature from the collector
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Figure 4.2: Detail of the TRNSYS-Matlab model. For sake of clarity, only 3 of the 24

collector rows are shown. Blue and red connections represent the supply and return
pipes of the solar collector loop; purple and light blue connections represent the sup-

ply and the return pipes of the secondary side.

39



Chapter 4. Modeling of solar heating plants

0%
° morning

> afternoon |
-5% -

-10% |

-15%

Relative difference [%]
8
=
1

-25% -

-30%

T 1 I ' 1 ! I N I ' 1 N I N T ' 1 T
100 200 300 400 500 600 700 8OO 900 1000 1100
Total solar irradiance [W/m?]
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pyranometer. The imperfect overlap of morning and afternoon data was likely due to
slightly different orientations of the pyranometers.

field was always higher than the measured. A good agreement between the two could
be found, if the peak collector efficiency in turbulent conditions was reduced by 5.5 %
points, from 75.6 % to 70.1 %, corresponding to a relative decrease of 7.3 %. The same
relative variation was assumed for the peak efficiency in laminar conditions.

Field inspections suggested that the disagreement between model and measure-
ments could be partly caused by a difference between the actual collector efficiency
and the efficiency from Soleff (Table 2.2). In particular, dirt on the glass cover of the
collectors could be responsible for a decreased peak efficiency of the collectors. Hence,
a glass pane of the same type as used in the HTHEATstore 35/08 collectors was tested.
Its transmittance was measured before and after being exposed in the collector field
for six months, from the end of October 2016 to the end of April 2017. The test was
performed measuring the solar irradiance above and below the glass pane by means
of two secondary standard pyranometers [88]. The utilized test rig is shown in Figure
4.4. Comparing the measurements before and after the six month period, a decrease of
about 1 % point in the glass transmittance was found. Longer exposure periods may
cause a further decrease in the glass transmittance. The further efficiency decrease
required to match modeled and measured outlet temperature may have been caused
by condensation of water (Figure 4.5) and outgassing particles from the insulation
material on the inner side of the glass pane, higher heat losses caused by moist insu-
lation, deviation between the actual collector performance and test report efficiency,
etc. However, these aspects were not further investigated. Additionally, the accu-
racy of the measurements, such as accuracy of the measuring equipment (flow meter,
pyranometers, temperature sensors) and orientation of the pyranometers, could also
contribute to the disagreement.

The accuracy of the model was evaluated by comparing simulated and measured
temperatures, energy outputs and flow rates under different weather conditions. The
main results of the validations are summarized in Table 4.1 and Figure 4.6.
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Figure 4.4: Experimental setup for testing ~ Figure 4.5: Condensation on glass pane
the transmittance of a glass pane. of a collector in Hoje Taastrup field.

Table 4.1 presents an overview of the comparison between measurements and
model in terms of energy output from the collector field, energy delivered to the DH
network, flow rate in the solar collector loop, fluid temperatures at the inlet/outlet of
the collector field and at the end of the forward transmission pipe. Taking into account
the accuracy of the measuring equipment and the variation of the density and specific
heat of the heat transfer fluids at temperatures different from the nominal ones, the un-
certainty of the measured energy outputs and cumulated flow rates can be calculated
through the formula for propagation of error. So, the uncertainty of the measured
energy outputs can be estimated to be about 1.5 %, while that of the mass flow rate
about 0.8 %. Regarding the uncertainty on the RMSD of the considered temperatures,
the accuracy of temperature sensors (0.25 K) can be assumed.

Figure 4.6 presents graphically the comparison between measured and modeled
data for two days with different weather conditions. In particular the diagrams show
the data from July 13, which was characterized by moving clouds (cloudy in Table 4.1)
which caused sudden variations of the solar irradiance, and July 14, characterized
mainly by clear sky.

A good agreement between model and measurements was generally found. Apart
from the overcast day July 12, the model differed from the measurements no more
than 1 % in terms of energy output and cumulated primary flow.

However, days characterized by sudden variations of solar irradiance (July 13 and
17) presented higher temperature deviations than clear sky days. A reason for this
was that the recorded data were instantaneous values measured once a minute, with
no information of what happened between one recording and the next. When the
measured data were given as input to the TRNSYS model, these were assumed con-
stant during the simulation time step. This is a reasonable assumption, if the inputs
change slowly, such as in clear or overcast sky conditions. Higher deviations are likely
to occur in case of higher frequency changes, such as sudden variations of the solar
irradiance caused by moving clouds.

Also the different response times of the real pump and the pump model might play

41



Chapter 4. Modeling of solar heating plants

Table 4.1: Comparison between measurements (M) and simulation results (S) for Hoje

Taastrup solar heating plant.

12/07/2015 13/07/2015 14/07/2015 16/07/2015 17/07/2015

Weather condition overcast  cloudy sunny sunny  cloudy
Field gross energy output M) MWh 2.42 6.63 114 11.7 8.63
Field gross energy output (S) MWh 2.34 6.58 114 11.8 8.62
Deviation in gross energy output % -3.3% -0.8 % 0% 0.9 % -0.1%
Energy delivered DH (M) MWh 2.31 6.48 114 11.6 8.44
Energy delivered to DH (S) MWh 2.27 6.47 11.3 11.7 8.45
Deviation in energy to DH Yo -1.7 % -0.2% -0.9 % 0.9 % 0.1 %
Cumulated primary flow (M) kg  824.10* 1.79-10° 292:10° 299-10° 2.29-10°
Cumulated primary flow (S) kg  803-10* 1.78-10° 295.10° 3.02:10° 2.29:-10°
Deviation in primary flow % -25% -0.6 % 1.0 % 1.0 % 0%
RMSD(Tsupply to field) K 1.37 1.20 1.33 1.10 1.28
RMSD(T eturn from field) K 2.82 2.37 1.48 1.76 2.59
RMSD(Tsupply to DH) K 3.77 2.20 1.43 1.89 2.29
Field inlet temperature (S)  ----- Field inlet temperature (M) —— Field return temperature (S)!
--------- Field return temperature (M) Temperature to DH (S) - Temperature to DH (M)
Primary flow (S) Primary flow (M) Solar irradiance
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Figure 4.6: Comparison between measurements (M) and simulation results (S) based

on the data from 13-14 July 2015.
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a role. According to (Eq. 4.2), the pump in TRNSYS reacted instantly to any change
in the value of Q,;, while a real pump would have a certain inertia. The difference in
response time can play a role in case of fast variations of the pump speed, caused by
sudden changes of the solar irradiance.

Figure 4.6 shows that the larger deviations between measured and calculated field
outlet temperature occurred in the early morning, especially in cloudy days. A possi-
ble explanation might be the simplified modeling of the collector heat capacity. In fact,
according to the standard ISO 9806 [43], the collector heat capacity was accounted for
through a single lumped parameter, without distinction between fluid and solid parts
of the collector. This could limit the capability of reproducing accurately the dynamic
response of the collector in case of large variations in absorber and fluid temperature.
Additionally, among the collector coefficients determined by the quasi-dynamic test
method [43], the collector thermal capacity is not always accurately identifiable, be-
cause the constant inlet temperature used in the test limits the dynamic response of
the collector [89]. Finally, the thermal capacity determined by the test method is af-
fected by the residence time of the fluid in the collector, and hence may change with
the flow rate.

In case of July 12 (overcast sky conditions) a lower agreement with the measure-
ments and model was found. The calculated gross energy output from the collector
field and the energy delivered to the DH network were 3.5 % and 1.7 % lower than the
measured. This was mainly caused by the lower cumulated flow rate in the simulation
compared to the measurements (-2.6 %). In fact, although the measured and calculated
profiles of the flow rates were extremely similar to each other, the measurements pre-
sented few sudden and brief peaks of flow rate, which did not appear in the model,
because not justified by the recorded irradiance. Based on the above, the difference in
response time between pyranometers and pumps, and the fact that the recorded data
were instantaneous values may explain these peaks in the measured flow rates. Also
the higher temperature deviations can be explained in this way. In fact, a difference
between measured and calculated flow rates affects differently the plug flow in the
real plant and in the model, causing a shift and mismatch of the temperature profiles.
Finally, it should be noted that the energy production on this day was very low (only
2.42 MWh), so even modest absolute differences between model and measurements
caused stronger relative differences, compared to days with higher energy output.

4.4 Investigated scenarios

After being validated, the TRNSYS-Matlab model was used to evaluate the effect of
a number of optimization measures which could be applied to solar heating plants.
These measures included variation of the temperature levels in the collector field, ac-
curate input to the control strategy, feedback control on the field outlet temperature,
control strategy based on weather forecast and use of different solar collector fluids.

When different scenarios were investigated, their performance was compared in
terms of:

— energy delivered to the DH network, Epy;

- temperature-weighted energy to the DH network, Eppy +, defined as Eppq =
Epn-(1—0.008 AT? ,;;), where AT,.py was the difference between the DH supply
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Figure 4.7: Monthly solar radiation on the collector plane (left axis) and energy deliv-
ered to the DH network (right axis) in the reference case.

temperature and the temperature at which energy from the solar heating plant
was delivered to the network;

— electricity consumption of the pumps, E,;.

A reference case was first identified, according to what is described in Section 4.2.
In this scenario the yearly energy output from the collector field was 1.13 GWh, the
energy delivered to the DH (Epy) was 1.08 GWh and the weighted energy to the DH
(EpH,w) was 1.05 GWh. The electricity consumption of the pumps (E.;) was 15.3 MWh.
Frost protection operation (see Section 4.2) was active for approximately ten minutes
during the entire year and did not require heat transfer from secondary to primary
side.

The monthly energy delivered by the solar heating plant to the DH network, as
well as the solar radiation on the collector plane, is shown in Figure 4.7. It can be seen
that the performance of the plant was very poor in winter, partly because of the worse
weather conditions, partly because of the higher temperatures required at the outlet
of the collector field and the absence of an auxiliary heating plant nearby.

4.4.1 Lower outlet temperature set points

Because the heat demand from the DH network is higher in winter, an attempt was
made to improve the energy output of the plant in this season. For this reason, the out-
let temperature set point for the collector field was reduced, assuming that the lower
temperature delivered to the DH network could be compensated by higher tempera-
tures in the network. The set point was progressively lowered, down to a minimum
value equal to the set point in summer time.

Nevertheless, if no other action was taken, this measure did not considerably im-
prove the output of the field during winter. Considering the period November-March,
the energy delivered to the DH network (Epy) increased no more than 0.6 %.

4.4.2 Improved control strategy

The correlations (Eq. 4.1) and (Eq. 4.2), which regulated the flow rate in the solar
collector field, assumed that the pyranometers received the same solar irradiance as
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Table 4.2: Yearly energy output from the solar heating plant and electricity consump-
tion of the pumps in different scenarios.

Epy  EpHuw E
[GWh] [GWh] [MWHh]
Reference case 1.08 1.05 15.3
Accurate input  1.08 1.07 12.6
PID control 1.08 1.06 12.8

Case

the collectors. However, unlike the pyranometers, which were installed on top of the
collectors, a collector row could be shaded by the row in front. Secondly, the IAM
of the collectors was not used in (Eq. 4.1). Another simplification was to assume a
constant temperature drop across the heat exchanger. So the outlet temperature set
point for the collector field was calculated adding a constant temperature rise to the
DH supply temperature.

When these aspects were considered and the resulting corrected inputs were used
for control purposes, the performance of the plant improved, as seen in Table 4.2 by
comparing the Reference case and the Accurate input case. The weighted energy deliv-
ered to the DH network increased by 2 %, while electricity consumption decreased by
17 %. In fact, using the shaded solar radiation instead of the total unshaded radiation
in (Eq. 4.1) decreased the value of Q;, compared to the reference case, so resulting
in a lower pumping energy. Additionally, the field outlet temperature became more
constant, as can be seen in Figure 4.8, because the solar irradiance used by the control
strategy was closer to the actual radiation reaching the collector absorber. Finally, the
accurate estimation of the solar radiation and of the temperature drop across the heat
exchanger allowed the collector field to reach the right temperature level required by
the DH network, so improving the plant performance in terms of weighted energy to
the DH.

Even if shadow effect, IAM and exact temperature drop across the heat exchanger
were taken into account, the type of control described in Section 4.2 would still lack
robustness. In fact, this control strategy represents an open-loop control, where the ac-
tual field outlet temperature plays no role in terms of control during normal operation.
As long as the measured irradiance and the collector parameters used by the control
strategy are representative of the actual conditions of the collector field, a good opera-
tion can be expected. Conversely, in case of a mismatch between inputs to the control
strategy and real-world conditions — such as inaccurate reading of the pyranometers
or collector efficiency different from the theoretical one — a disagreement between field
outlet temperature and set point can be expected. So, an additional scenario was in-
vestigated where a PID feedback control was added on the field outlet temperature to
correct the flow rate calculated by (Eq. 4.2), in the case that the field outlet tempera-
ture differed from the set point. The investigated scenario (PID control in Table 4.2 and
Figure 4.8) used the same definition of Q,,; as the reference case (without considering
shadow effect and IAM), while the outlet temperature set point was the same as in the
Accurate input case.

Comparing the scenario implementing the PID control and that using accurate in-
put in the control strategy, it can be noted that they were characterized by very similar
performance, both in terms of energy (Table 4.2) and temperature profiles (Figure 4.8).
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Figure 4.8: Outlet temperature from the collector field in different scenarios and solar
irradiance on the collector plane on June 11.

Although in the PID control scenario the solar irradiance on the collector field was
overestimated compared to the Accurate input scenario, the feedback control compen-
sated for the inaccurate input parameters, decreasing the flow rate and achieving a
field outlet temperature very close to the desired set point.

As higher accuracy of the input parameters is likely to be more complex and more
expensive in terms of equipment, the integration of a PID controller seemed a more
robust, flexible and economical solution.

4.4.3 Weather forecast

Assuming that the weather conditions at the plant location could be accurately fore-
cast, the TRNSYS model was used to verify whether and how weather forecast could
be used to improve the control strategy of the plant.

Two types of weather forecast were implemented: a short-term and a long-term
forecast. These were tested using measured weather data from Heje Taastrup collector
field, as they offered more high-frequency variability of solar irradiance compared to
the Meteonorm weather data in TRNSYS (see Section 4.3.1).

In the short-term forecast, the upcoming solar irradiance was used to anticipate the
regulation of the primary pump (see (Egs. 4.1-4.2)), in the attempt of making the field
outlet temperature more stable in case of moving clouds. However, the temperature
profile did not become more constant.

In the long-term forecast, an additional requirement was added for start-up of the
primary pump. The theoretical energy output from the collector field over a time
interval, calculated based on the upcoming weather conditions, had to guarantee the
operation of the collector field between nominal inlet and outlet temperatures at least
at the lowest flow rate the primary pump could supply. This requirement was meant
to avoid the start-up of the plant, in the case that the upcoming weather conditions
would not allow operation for a minimum period of time. Although this was achieved
in particular days characterized by mainly overcast sky with few and short sunny
moments, the effect on the plant performance in the long term was negligible, with
the electricity consumption reduced by only 0.1 %.
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Table 4.3: Yearly energy output from the solar heating plant and electricity consump-
tion of the pumps for different solar collector fluids.

Fluid Epn EDH,w Efrost Ee
[GWh] [GWh] [MWh] [MWh]
35%glycol  1.08  1.07 0 12,6
22 % glycol ~ 1.08 1.07 5 13.1
water 1.10 1.09 83 13.4

Hence, implementation of weather forecast in the control strategy did not seem to
justify the additional cost and complexity of the control system, also considering that
in reality forecast weather would have some uncertainty, which was avoided in the
model.

4.4.4 Fluid types

Propylene glycol/water mixtures are commonly used in Danish solar collector fields
made of flat plate collectors. The higher the glycol concentration, the lower is the freez-
ing point. However, the fluid properties become poorer in terms of specific heat and
heat transfer, and the pumping power increases due to the higher viscosity. Hence, dif-
ferent solar collector fluids were simulated, to identify the best compromise between
fluid properties and frost protection. Beside the 35 % glycol/water mixture, simula-
tions were run using water and a 22 % propylene glycol/water mixture (freezing point
of -8 °C).

The use of different fluids entailed different collector efficiencies (calculated through
the Soleff model, see Section 2.3.2), temperature set points for frost-protection opera-
tion (Section 4.2), characteristics of the primary pump and fluid properties.

The energy output and electricity consumption of the solar heating plant for the
different fluids are listed in Table 4.3.

The use of water and of the 22 % glycol/water mixture increased the energy output
of the plant because of the higher collector efficiency. Additionally, the higher maxi-
mum flow rate of the primary pump limited the overheating of collector fluid above
the set point temperature in summer, so improving the performance of the collector
tield. In winter however heat had to be transferred from the DH network to the col-
lector field for frost protection purposes (Efyst). In the case of water 83 MWh were
injected into the collector field in winter, while the extra energy production achieved
mainly in spring-summer was only 24 MWh. In the case of the 22 % glycol /water mix-
ture the net balance was positive, but so small (+4 MWh) that it did not seem to justify
the higher risk of freezing and the lower value that heat is likely to have in summer
compared to winter.

The electricity consumption of the pumps increased. In fact, although the lower
viscosity of the two fluids reduced the electricity consumption of the primary pump
during normal operation, the secondary pump consumed more electricity because of
the higher maximum flow rates of the primary pump and the matched flow between
primary and secondary pump. Additionally, the pumps ran more often for frost pro-
tection purposes.
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Conclusions and recommendation

A number of simulation models for large solar collector fields and solar heating plants
for DH applications were developed and validated against measurements.

Both measurements and simulation results showed that the flow regime in a so-
lar collector significantly affected the collector efficiency. Hence its effect should be
taken into account when modeling collector fields, where different flow regimes are
expected to take place. A new TRNSYS collector type (Type 330) was developed to
consider this aspect, as well as to match more closely the collector technical specifica-
tions usually presented in the collector datasheets.

A hydraulic model for calculating the pressure drop and flow distribution in a
harp collector with U-type configuration was developed, validated and made publicly
available. The results showed that turbulent flow made the flow distribution more
uniform compared to laminar flow. Because turbulent flow also enhanced the heat
transfer, this flow regime should be aimed for when designing and operating a solar
collector.

The simulation results obtained through the hydraulic model for collector arrays
showed that, when properly set, balancing valves achieved fairly uniform flow distri-
bution, regardless of the operating conditions and layout of the collector array. How-
ever, in case of a regular layout and moderate number of collector rows, balancing
valves were not strictly necessary.

Another option to achieve uniform outlet temperature from the different collector
rows can be the use of thermo-differential valves installed in correspondence of the
combining tee junction between the collector row outlet and the return distribution
pipe. These valves do not require any electronics and automatically regulate based
on the temperature differences [90]. They offer an active and more robust regulation
of the row flow rate, and can compensate for external disturbances, such as different
solar radiation on the collector rows due to different shading or increased hydraulic
resistance in specific rows due to partial clogging of the pipes. Additionally, they
prevent thermosyphon effect between the warmer distribution pipes and the colder
collector row outlet at night.

From the development, validation and simulation results of the TRNSYS-Matlab
models for solar heating plants, the following conclusions could be drawn. Accurate
measurements and inputs are crucial for validation purposes. Special attention should
be given to solar radiation sensors (accuracy, orientation, tidiness), heat exchangers
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(nominal and actual heat transfer coefficient) and actual collector efficiency. In this
respect, an in-situ test procedure to determine the efficiency of solar collector fields
is currently under investigation at the company AEE INTEC in collaboration with
the University of Innsbruck. To maintain a high collector efficiency, cleaning of the
glass covers at least once a year is advisable to remove external soiling. Additionally,
measures should be taken to avoid or reduce water condensation on the inner side
of the glass covers, especially in collectors equipped with FEP foil. For this purpose
ventilation holes should be placed between FEP foil and glass cover.

Considering the flow distribution improved the accuracy of the model, but re-
quired much longer programming and computing time, so this aspect should be taken
into account, if justified by the aimed level of accuracy. Heat capacity may be consid-
ered for long and bulky transmission pipes. For shorter pipes or heat exchangers its
role was negligible. The control strategy should have input data as close to reality as
possible (e.g., shadows from row to row and IAM should be considered). If this solu-
tion is not convenient, a feedback control on the field outlet temperature can be a valid
alternative and simultaneously make the control more robust. On the other hand,
weather forecast-based controls seemed not to offer significant advantages, compared
to the additional investment cost and the more complex control they require. Regard-
ing the solar collector fluid, higher glycol concentrations in the solar collector fluid
gave better results than lower concentrations, as the higher frost protection guaran-
teed by the former outweighed the better thermophysical properties of the latter.
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Abstract

Two large flat plate solar collectors for solar heating plants were tested according to the standard norm EN
12975-2. The two collectors were almost identical, the only difference being a thin FEP (fluorinated ethylene
propylene) foil interposed between the absorber and the glass cover in one of them, in order to decrease
convection losses. The efficiencies of the collectors were tested for different flow rates and tilt angles. The
effect of the change from laminar to turbulent regime was investigated as well. Numerical models of the two
collectors were developed with the software Soleff and their results were compared to the experimental
measurements. The experimental results showed that the FEP foil caused a decrease in the optical efficiency
of 2-4 percent. Nevertheless, the collector with the FEP foil performed better when the mean temperature of
the solar collector fluid was sufficiently high. Additionally, the collector efficiency of both collectors
increased at higher flow rates and tilt angles. The models developed in Soleff fit the experimental results
with an average error of 1% in case of fully laminar and turbulent flow, so that they are likely to be suitable
to simulate the collector performances in untested conditions. On the other hand, the software proved to be
inadequate to study the collector efficiency in the transition region between laminar and turbulent regime.

Keywords: solar collector, solar heating plant, efficiency, tilt angle, flow rate, flow regime, FEP, Soleff

1. Introduction

By the end of 2013 Denmark had already installed almost 400,000 square meters of thermal collectors for
solar heating plants, while another 350,000 square meters were to be built in the near future (Windeleff and
Nielsen, 2014; Furbo et al., 2014). In a scenario still characterized by strong growth in the installed solar
collectors' capacity, even an efficiency improvement of few percent would lead to a large increase in the
overall energy production in absolute terms. For this reason, knowing in which conditions a collector
performs best is of key importance. Nevertheless, the technical specification sheets released by collector
manufacturers usually state the collector efficiency only for one operating condition, which can differ from
those actually used in solar plant applications, so introducing uncertainty when predicting the performance of
real installations.

This study focused on an experimental test of two large flat plate solar collectors (models HT-SA 35-10 and
HT-A 35-10), produced by the Danish company ARCON Solar A/S. The only difference between the two
collectors was the presence of a FEP (fluorinated ethylene propylene) foil interposed between the absorbing
plate and the glass cover in the model HT-SA only. The idea of using a polymer foil as convection barrier
dates back to the 70’s (Wilson, 1978), but has seldom been implemented. The presence of the foil reduces
the convection losses, as the air between absorber and glass circulates in two different layers of convective
cells, one above and the other below the foil. The heat losses from the collector cover are therefore lower
than in the collector without foil, due to the additional thermal resistance given by the convective heat
transfer coefficient between air and FEP foil. On the other hand, as the foil is not completely transparent, it
slightly reduces the solar irradiance reaching the absorber. Consequently, there is a certain temperature
below which the collector without foil performs better than the other, as the transmittance of the cover plays
a more significant role than the thermal losses.

© 2015. The Authors. Published by International Solar Energy Society
Selection and/or peer review under responsibility of EuroSun2014 Scientific Committee
doi:10.18086/eurosun.2014.16.03 Available at http://proceedings.ises.org
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The technical specification sheets (Arcon Solar, 2010; SP Technical Research Institute of Sweden, 2011)
state the collector efficiency when a 25 (litres min™) flow rate of pure water is supplied to a 60° tilted
collector, conditions which are very unlikely to be found in a Danish solar collector field. However, this
incongruity is tolerated by the present standard for solar collector testing (EN 12975-2), which does not
prescribe strict operating conditions at which to evaluate the efficiency.

The two collectors were tested at different flow rates and tilt angles, using a mixture of propylene glycol and
water with a mass concentration of 40%. In fact, the efficiency of a solar collector is influenced by the
volume flow rate, as shown by Chiou (1982) and Wang and Wu (1990) for vertical pipe collectors and by
Fan and Furbo (2008) for horizontal pipe collectors. Regarding the tilt angle, both semi-empirical
correlations (Klein, 1980; Agarwal and Larson, 1981) and experimental measurements (Furbo and Holck,
1995) show that the top heat losses decrease when tilting a flat plate collector.

The experimental determination of the collector efficiency equation is of key importance when assessing the
actual performance of the collectors in certain operating conditions. As experimental tests are usually time
consuming and expensive, it may be useful to have a model that is able to estimate the collector efficiency,
so that it can be used to predict its value also in conditions that differ from those tested. In this study, such a
model was created in Soleff, software developed at Technical University of Denmark (Rasmussen and
Svendsen, 1996), and compared to the experimental measurements.

2. Materials and method

2.1 Experimental part

The two investigated solar collectors were manufactured by the Danish company ARCON Solar A/S. More
specifically they were the flat plate collectors HT-SA 35-10 and HT-A 35-10. The collectors were largely
identical in terms of design and technical specifications and the only relevant difference was a 0.025 mm
thick FEP foil. The different appearance of the two collectors can be seen in Fig. 1.

Fig. 1: Solar collector HT-A 35-10 (left) and HT-SA 35-10 (right) at the Department of Civil Engineering at the Technical
University of Denmark.

The collectors were installed beside each other, so that they experienced identical weather conditions. They
both had an orientation of 9.5° West with respect to South, while the tilt angle could be changed through the
use of semi-mobile scaffolding. Both collectors had external dimensions of 2.27 x 5.96 x 0.14 m with a total
gross area of 13.57 m® while the aperture area was equal to 12.56 m’. The absorber consisted of 18
aluminium strips covered by a selective coating. Each collector had two manifolds with a diameter of 35
mm, placed vertically along the sides and connected by 18 horizontal copper tubes with a diameter of 10
mm, laser-welded below the absorber strips. The external cover was made of an anti-reflective treated glass
with a thickness of 3.2 mm. The insulation consisted of mineral wool, with a thickness of 75 mm below and
30 mm along the edges. The stated efficiencies, based on the aperture area and using a pure water flow of 25
(litres min™") and a 60° tilt angle, are given by the equations (Eq.1) and (Eq.2) for the model HT-A and HT—
SA respectively (Arcon Solar, 2010; SP Technical Research Institute of Sweden, 2011).

2
Mor 1gens = 0.845 —2.94 .T"*G;T“— 0.013 w (Eq.)

2
Mot siqons = 0.827 —1.18 .LC_’,T” 002 Mao L) _GTH) (Eq.2)
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where 7 [-] is the collector efficiency,
T, [°C] is the mean fluid temperature inside the collector,
T, [°C] is the ambient temperature,
G [W m?] is the global solar irradiance on the collector plane,

the subscripts of 77 have the following meaning: HT-A/HT-SA refer to the collector model; the first
numerical subscript denotes the tilt angle (in degrees), while the second numerical subscript the
flow rate (in litres per minute).

The solar collectors were installed and tested in a solar collector test facility at the Technical University of
Denmark. The fluid flow rates to the collectors were measured by two electromagnetic flow meters
manufactured by Kamstrup (model MP240 and MP115 for the collector HT-A and HT-SA respectively). The
inlet temperatures were measured by type TT thermocouples using a copper-constantan junction, while the
temperature differences between outlet and inlet temperature were measured by thermopiles with five
copper-constantan junctions at each measuring point. The total radiation on the collector plane was measured
independently for each collector by a CM11 pyranometer, produced by Kipp & Zonen and fully compliant
with the norm ISO 9060, while the diffuse radiation was measured by a similar pyranometer equipped with a
shadow band.

The collectors were tested with a tilt angle of 45° at 5, 10 and 25 (litres min'l) between 2011 and 2012, and
then with tilt angles of 30° and 60° at 25 (litres min™") in 2013, using a propylene glycol/water mixture with a
40% weight concentration as solar collector fluid. The collector efficiency expressions were evaluated
according to the steady-state method described in the norm EN 12975-2, so at least four independent data
points were obtained for at least four different temperature levels, in a range between 20 °C and 100 °C.
These data points were then interpolated by means of regression according to the method of least squares.

As different flow rates and temperature levels might cause changes in flow regime and therefore affect the
heat transfer between absorber and solar collector fluid, pressure drop tests were performed on the HT-SA
collector in 2014, in order to identify in which range of Reynolds numbers the transition from laminar to
turbulent regime occurred. Such tests were carried out using a TA-SCOPE differential pressure sensor,
manufactured by TA Hydronics, and supplying the collector with water at approximately 20-30 °C and
varying the flow rate between 10 and 30 (litres min™). As the pressure drop measurements were taken at the
inlet and outlet of the collector, the contribution given by the inlet/outlet connections and manifolds needed
to be estimated and subtracted, in order to identify the pressure drop due to the horizontal pipes only. The
pressure drops given by inlet/outlet connections and manifolds were evaluated using correlations found in
literature (Idelchik, 1994). When the pressure drop across the horizontal pipes was isolated, the Darcy
friction factor was evaluated according to (Eq.3).

;2D Ap (Eq.3)
’ L-p-w?

where  f[-] is the Darcy friction factor,
D [m] is the inner diameter of the horizontal pipe,
Ap [Pa] is the pressure drop across the horizontal pipe,
L [m] is the length of the horizontal pipe,
p [kg m™] is the fluid density evaluated at the mean fluid temperature across the collector,
w [m s™'] is the mean fluid velocity in the horizontal pipe.

The incidence angle modifier was evaluated according to the test procedure suggested in the norm EN
12975-2, but the tangent formula (Eq.4) was used in place of the cosine formula, as the former proved to fit
the experimental data more accurately than the latter.

IAM =1 tan * [%} (Eq.4)
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where O [°] is the angle of incidence,

p [-] is the characteristic coefficient.

2.2 Soleff simulation

The calculation of the experimental efficiency curves is of key importance to assess the actual performance
of the collectors under given operating conditions. It could be both interesting and useful to have a model
able to evaluate the collector efficiency also in conditions that differ from those tested. Such models were
created using Soleff, a solar collector simulation software developed at Technical University of Denmark
(Rasmussen and Svendsen, 1996).

Soleff requires a large number of input parameters, ranging from design characteristics of the collector to
operating and weather conditions. Regarding the weather conditions, measured data were used whenever
available. The earth radiation temperature and the sky temperature were assumed equal to the ambient
temperature and to the ambient temperature decreased by 20 K respectively. Most of the collector
characteristics were found either in the collector datasheets or in literature (Rasmussen and Svendsen, 1996;
Furbo and Shah, 2003). Input parameters for which the exact value could not be found were assumed
according to common values found in literature and iteratively modified in order to obtain the best fit with
the experimental data.

Despite the large number of different aspects which is considered by Soleff, this software cannot take into
account the complexity of the real-world operation. For example, the software assumes uniform flow
distribution in the different pipes, constant fluid properties across the collector and sudden change from
laminar to turbulent flow regime at a Reynolds number (Re) of approximately 2200. The last one proved to
be the less accurate simplification, as measured efficiencies obtained for Reynolds numbers between 2200
and 2400 were always lower than those computed by the Soleff models (which assumes turbulent regime in
this range). Then, increasing slightly the pipe diameter in the simulation models, the flow was forced to be
laminar and the efficiency in this case was calculated. So, the experimental results could be compared to
those returned by the simulation models, in both cases where turbulent and laminar flow was assumed.

3. Results

3.1. Experimental part

The coefficients of the efficiency expressions based on the experimental results and according to the standard
norm EN 12975-2 are listed in Tab. 1, where n, represents the optical efficiency, a; the first order heat loss
coefficient and a, the second order heat loss coefficient.

Tab. 1: Coefficients of the efficiency expressions according to the experimental results.

Case Collector Fluid Flow rate Tilt Mo a; a,
model type [litres min™] | [°] [-] Wm?K'] | [Wm?K?]

1 HT-A 40% glycol 5 45 0.835 3.13 0.0143
2 HT-A 40% glycol 10 45 0.843 3.55 0.0070
3 HT-A 40% glycol 25 45 0.845 3.80 -
4 HT-A 40% glycol 25 60 0.850 3.71 -
5 HT-A 40% glycol 25 30 0.832 4.04 -
6 HT-SA 40% glycol 5 45 0.818 2.76 0.0096
7 HT-SA 40% glycol 10 45 0.804 2.26 0.0107
8 HT-SA 40% glycol 25 45 0.810 2.83 -
9 HT-SA 40% glycol 25 60 0.806 2.74 -
10 HT-SA 40% glycol 25 30 0.805 3.13 -

The efficiency curves from Tab.1 can be seen in Fig. 2 (constant tilt angle and variable flow rate) and Fig. 3
(constant flow rate and variable tilt angle). Comparing the different efficiency equations, it can be noted that
the optical efficiency was mainly independent of both flow rate and tilt angle. However, it was strongly
influenced by the presence of the FEP foil, which caused a decrease of between 2 and 4 percent.
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Nevertheless, the presence of the foil reduced the heat losses by approximately 0.6-1.1 W m™ K', so that for
temperatures higher than a specific value (which can be defined as intersection reduced temperature), the
HT-SA collector performed better than the HT-A model. Another evident remark is the absence of the
second order heat loss coefficient in the efficiency expressions referring to 25 (litres min™) flow rate, which
is discussed in more detail in section 4.

T T

°, 5 lires/min, HT-A
, 10 litres/min, HT-A
°, 25 litres/min, HT-A
°, 5 litres/min, HT-SA{
°, 10 litres/min, HT-SA
¢, 25 litres/min

| 1 Il 1 1 Il 1
0 001 002 003 004 005 006 007 008 009 0.1
Reduced temperature (T -T /G [K m* W]

Fig. 2: Efficiency curves at different flow rates for the HT collectors at 45° tilt and for a total solar irradiance G=1000 W m™.

As Fig. 2 shows, the larger the flow rate was, the higher the efficiency. The difference in efficiency between
5 and 10 (litres min™") flow rates and the 25 (litres min™) case became more significant at high temperatures,
because of the presence of the second order heat loss coefficient, which was missing in the efficiency
expressions for 25 (litres min™).
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Fig. 3: Efficiencies curves at different tilts for the HT collectors at 25 (litres min™).

From Fig. 3, it may be seen that the larger the tilt angle, the higher the efficiency. Nevertheless, the relation
between tilt angle and efficiency was not linear for either of the collectors. In fact, taking 45° tilt as a
reference, decreasing the angle to 30° (-33%) caused an increase in the first order heat loss coefficient by
about 10%, while a tilt of 60° (+33%) caused the same coefficient to decrease by only about 3%. In fact, in
Fig. 3 it is clear that the efficiency curves for the 45° and 60° tilt angles are very close to each other, and they
almost overlap in the case where the FEP foil is present. The optical efficiency of the HT-A collector at 30°
tilt was unexpectedly lower than at other tilt angles, which might be due to the slightly different weather
conditions from test to test.

The IAM was measured in all the different operating conditions and the values of the p exponent are listed in
Tab. 2. Despite the scattered values, characterized by a standard deviation of approximately 0.12 for both
collectors, the results showed clearly that the presence of the FEP foil reduced the optical properties of the
cover, as the HT-A collector had a higher IAM curve than the HT-SA model in every operating condition.
On the other hand, tilt angle and flow rate did not appear to influence the IAM in a specific way, so that if a
single value of the p exponent needed to be chosen, the simplest approximation would consist in using the
arithmetic mean, which is equal to 3.9 and 3.6 for the solar collector HT-A and HT-SA respectively.
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Tab. 2: Exponent p in the tangent formula of the incidence angle modifier.

Tilt angle Flow rate P exponent
[°] [litres min™'] HT-A | HT-SA
45° 5 4.05 3.72
45° 10 3.78 3.42
45° 25 3.73 3.68
60° 25 3.94 3.68
30° 25 3.78 3.54
Mean 3.85 3.61
Standard deviation 0.12 0.11

Regarding the pressure drop measurements and the following analysis to calculate the Darcy friction factor,
the results of three independent series of tests are represented in Fig. 4. These results show how the friction
factor calculated in all the three series of tests presented the same trend, where three different regions can be
identified. The first region (Re<2000) is characterized by a steep decrease of the friction factor as the
Reynolds number increases and corresponds to the laminar regime. The second (2000<Re<3000) represents
the transition region and presents a slight increase of the friction factor with the Reynolds number. The third
(Re>3000) is the turbulent region and shows again a decreasing trend of the friction factor as function of the
Reynolds number, but much less steep than in the laminar regime.
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Fig. 4: Calculated Darcy friction factor as function of the Reynolds number in the horizontal pipes of the HT-SA collector.

3.2. Comparison between experimental efficiency results and Soleff simulation

The simulation models developed in Soleff were used to evaluate the theoretical efficiency of the two
collectors, based on the weather and operation conditions measured during the efficiency tests. The measured
and the theoretical efficiency points for the different flow rate and tilt angle conditions are shown in Fig. 5
and Fig. 6. For the sake of clarity, the efficiency points computed by the Soleff models at operating
conditions corresponding to Reynolds numbers between 2200 and 2400 are not represented in Fig. 5 and Fig.
6, but are shown independently in Fig. 7.

From Fig. 5 and Fig. 6 it can be noted that the simulation models fit the experimental data points in the
laminar (Re<2000) and turbulent regime (Re>3800). The average relative difference between experimental
efficiency values and simulated ones is 1% for both the HT-A and HT-SA collector, while the maximum
deviation is equal to 2.2% for the HT-A model and 1.8% for the HT-SA model. From the diagrams it is
possible to notice that the experimental efficiency points at 5 and 10 (litres min™') are mainly aligned and
then could be accurately interpolated by quadratic efficiency curves (cases 1, 2, 6 and 7 in Tab. 1). On the
other hand, efficiency points obtained for 25 (litres min™) flow rate presented some kind of discontinuity
when the ratio (7,,-T,)/G was between 0.044 and 0.051 K m> W', In fact the efficiency values for this
temperature level were higher than what would be expected from the extrapolated curve fitting the efficiency
points obtained for lower values of (7,,-T,)/G.
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Fig. 5: Comparison between measured (M) and simulated (S) efficiencies of the HT-A collector at different tilts and flow rates.
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Fig. 6: Comparison between measured (M) and simulated (S) efficiencies of the HT-SA collector at different tilts and flow rates.
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Fig. 7: Comparison between measured (M) and simulated (S) efficiencies of HT-A and HT-SA collector for a flow rate of 25
(litres min™") and Reynolds numbers between 2200 and 2400. In each couple of simulated efficiency points the higher was
obtained for turbulent flow and the lower was obtained forcing the Soleff models to assume laminar flow conditions.

In fact, the measured points with a value of the ratio (7,,-T,)/G between 0.044 and 0.051 K m* W' and 25
(litres min™") flow rate had Reynolds numbers between 2200 and 2400, which is usually considered to be
characterized by transitional flow according to literature (Idelchik, 1994). These efficiency points showed
intermediate characteristics between laminar and turbulent regime, both in terms of pressure drop (see Fig. 4)
and from the efficiency point of view (Fig. 7). In fact, as can be seen in Fig. 7, the efficiencies measured in
this range of Reynolds number were always higher than those computed by the Soleff models for laminar
flow, but lower than those obtained for turbulent flow.
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4. Discussion

As expected, the experimental results (Tab. 1) showed that the presence of the FEP foil negatively affected
the transmittance of the collector cover, causing a decrease in the optical efficiency as well as a lower IAM
curve (Tab. 2). On the other hand, neither the tilt angle nor the fluid flow rate had any major influence on the
optical efficiency. However, as the FEP foil also reduced the heat losses, there exists a certain value of
reduced mean temperature above which the HT-SA collector performed better than the HT-A. As the fluid
temperature generally increases from relatively low (~40 °C) to relatively high values (~85 °C) along a row
in a solar heating field, a mixed composition of solar collectors with and without FEP foil seems to be the
best solution, using collectors without foil in the first part of the array and collectors with foil in the second
part, in order to optimally exploit their different characteristics.

Regarding the effect of the flow rate, the efficiency expressions for 5 and 10 (litres min™) had the usual
quadratic form, while those found for a flow rate of 25 (litres min™") were linear. Analysing the single
efficiency data points, it was found that the efficiencies measured at the highest temperature level were the
main reason for the bending of the curves in the 5 and 10 (litres min™) cases, while efficiencies calculated at
lower temperatures were largely aligned. This result was expected, as heat losses in a solar collector increase
more than linearly with the temperature difference between fluid and external environment, due to the
radiation contribution, which becomes increasingly important at higher temperatures, the convection losses,
which increase due to the lower viscosity of air between absorber and cover, and secondarily the conduction
losses, as the thermal conductivity of mineral wool increases with temperature. Conversely, no bending
appeared in the diagrams regarding 25 (litres min™) flow rate. The reason of this unexpected behaviour was
found in the combination of high fluid velocity and low kinematic viscosity at the highest temperature level,
resulting in large Reynolds numbers and turbulent flow regime. This different flow regime led to a much
higher heat transfer coefficient than laminar flow and hence was able to counteract the increased thermal
losses. If measurements at higher temperature levels had been taken, a quadratic form of the efficiency
expression would most likely have been found for 25 (litres min™") flow rate as well. In fact, only for the case
at 30° tilt a mean temperature of 100 °C was reached, while for the other cases the higher temperature was
about 85 °C. Temperatures as high as 120 °C could have been safely investigated, thanks to the glycol
content and the pressurized system (~200 kPa). Much attention should be paid when using these linear
equations (cases 3-5 and 8-10 in Tab. 1) outside the temperature range for which they were calculated,
because extrapolation of the curves for higher values of the ratio (7,,-7,,)/G would most likely overestimate
the actual efficiency of the collector.

Another consequence of the change in flow regime was the discontinuity in the efficiency curves at 25 (litres
min™") flow rate, which could be observed for reduced temperatures between 0.045 and 0.051 K m* W' (Fig.
5 and Fig. 6), corresponding to a mean fluid temperature of approximately 65 °C and Reynolds numbers in
the range 2200-2400. Comparison with the results returned by the Soleff models (Fig. 7), pressure drop
measurements (Fig. 4) and literature (Idelchick, 1994) proved that the two collectors experienced transitional
flow regime along the horizontal pipes in this flow rate and temperature conditions. In case of flow rates of
10 and 5 (litres min™"), turbulent flow cannot be achieved in practice, as it would require a fluid temperature
higher than 95 °C, which is the upper limit in normal operating conditions.

Even when no flow regime transition occurs, higher fluid velocities cause better heat transfer between pipe
walls and fluid, so that the larger the flow rate, the higher the efficiency (Fig. 2). Additionally, given the
same weather conditions, higher flow rates entailed a lower fluid temperature rise across the collector and
hence lower losses.

Considering the effect of the tilt angle, Fig. 3 shows that the larger the tilt angle, the higher the efficiency.
This trend was in agreement with theory, as both convection and radiation losses are expected to decrease
when tilting a flat plate collector. In fact, when a collector is tilted, convective losses decrease due to the
reduced number of convective cells between the absorber and cover. Additionally, the view factor of the
aperture area toward the earth surface increases, while the view factor toward the sky is reduced. Since the
radiation temperature of the sky is lower than that of the earth, a higher tilt positively affects the efficiency
by reducing the radiation losses. However, the experimental results show that the efficiency increase was
very small when the collectors were tilted from 45° to larger angles, especially for the model HT-SA. This
was most likely due to the fact that already at 45° tilt the FEP foil played a more significant role than the tilt
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in reducing convection losses. Consequently, a further increase in the tilt did not result in an important
enhancement.

The models developed in Soleff proved to be reasonably accurate when the flow regime was either
completely laminar (Re<2000) or turbulent (Re>3800), fitting the experimental data with an average error of
1%, while the maximum error was equal to 2.2% and 1.8% for the HT-A and HT-SA model respectively. As
the results returned by Soleff were compared to experimental measurements in a variety of operating
conditions (flow rate, tilt angle and fluid temperature), the models are likely to be able to predict the
efficiency of the two collectors with similar degree of accuracy also in other conditions. On the other hand,
Soleff was inadequate to simulate the collector efficiency in case of transitional flow, as the software
presents a step-change from laminar to turbulent correlations for the convective heat transfer coefficient at a
Reynolds number of approximately 2200. Conversely, pressure drop measurements carried out on the HT-
SA collector showed that the horizontal pipes experienced transition from laminar to turbulent regime in a
range of Reynolds number between 2000 and 3000 (Fig. 4). Experimental collector efficiency obtained in the
same range of Reynolds numbers were in agreement with these pressure drop measurements, as the
collectors presented efficiency values in between those computed by the Soleff models assuming laminar and
turbulent regime (Fig. 7). Though, no clear quantitative relation could be found between the theoretical
Reynolds number of the flow and the relative position of the experimental efficiency with respect to the two
Soleff efficiency points. This means, for example, that an efficiency point characterized by a higher
Reynolds number was not necessarily closer to the corresponding Soleff efficiency point obtained for
turbulent flow. In fact, transition from laminar to turbulent regime is a process which is not fully understood
yet and fluid-dynamic properties of transitional flows are not simply function of the Reynolds number, but
are influenced by local irregularities and disturbances.
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Abstract

The installed area of solar collectors in solar heating fields is rapidly increasing in Denmark. In this scenario even relatively small
performance improvements may lead to a large increase in the overall energy production. Both collectors with and without
polymer foil, functioning as convection barrier, can be found on the Danish market. Depending on the temperature level at which
the two types of collectors operate, one can perform better than the other. This project aimed to study the behavior of a 14 solar
collector row made of these two different kinds of collectors, in order to optimize the composition of the row. Actual solar
collectors available on the Danish market (models HT-SA and HT-A 35-10 manufactured by ARCON Solar A/S) were used for
this analysis. To perform the study, a simulation model in TRNSYS was developed based on the Danish solar collector field in
Braedstrup. A parametric analysis was carried out by modifying the composition of the row, in order to find both the energy and
economy optimum.

© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
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1. Introduction

At the end of 2013 Denmark had already installed around 350,000 square meters of thermal solar collectors in
solar heating plants in district heating areas, with further 250,000 square meters planned for 2014 [1,2] . In a
scenario still characterized by a strong growth in the installed solar collector capacity, even relatively small
improvements may lead to a large increase in the overall energy production in absolute terms. For this reason
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research and development into the optimization of the collector characteristics and solar field design play key roles.
Solar collectors in Denmark have seen a significant enhancement in performance in the last years [3] and efforts are
still being made for further improvement, as new collector models prove [4,5]. Nevertheless, efficient components
do not always guarantee the best performance possible, unless the overall system is well designed and operated.

Collectors installed in Danish solar collector fields for district heating applications are usually large flat plate
collectors, connected in rows having between 10 and 25 modules each [1]. These collectors are either produced by
ARCON Solar A/S or SUNMARK Solutions A/S, and may have a polymer foil between absorber and glass,
functioning as a convection barrier to decrease the heat losses (in ARCON collectors only). On the other hand, as the
polymer foil is not completely transparent, it slightly reduces the solar irradiance reaching the absorber.
Consequently, if two collectors differ only for the presence of the convection barrier, there is a certain temperature
below which the model without foil performs better than the other. For this reason, the choice of a collector with
convection barrier over one without is strongly influenced by the temperature the collector operates at. In large solar
fields, where the temperature rise within the same row is usually very high (from 40 °C up to 85 °C), both types of
collectors may be used together to maximize the energy output. Collectors without foil may be used in the first part
of the row, where the fluid temperature is still relatively low, to provide the first temperature increase. On the other
hand, collectors with foil may be best exploited in the second part of the string, where higher temperatures are
reached. Nevertheless, also the higher cost of collectors with foil must be taken into account, to verify whether the
improved efficiency is worth the extra investment.

Nomenclature

a; first order heat loss coefficient, (W m™” K™")

a, second order heat loss coefficient, (W m™ K?)
bo first order IAM coefficient, (-)

b, second order IAM coefficient, (-)

FEP fluorinated ethylene propylene

G total irradiance on the collector plane, (W m™)

IAM incidence angle modifier = 1 —by:(1/cos®— 1) —by-(1/cos® — 1), (-)
NPV  net present value, (Danish crown, DKK)

T, ambient temperature, (°C)

Tn fluid mean temperature, (°C)

T m reduced temperature difference = (T, —T,)/G, (K m* W)
Mo zero-loss efficiency, (-)

n efficiency of solar collector =1y —a, N - az-G'(T*m)z, )
0 incidence angle, (°)

2. Method

To carry out the optimization analysis on the collector row composition, a TRNSYS simulation model was
developed based on the design and control strategy of an actual solar collector field, more specifically the field in
Braedstrup (Denmark), installed by the Danish company ARCON Solar A/S. Design of the field and 1-year (June
2013-May 2014) measured data of solar radiation, flow rate and inlet and outlet temperature were kindly made
available by ARCON Solar and PlanEnergi, and then used as input for the TRNSYS model.

2.1. Description of the solar collector field

The solar collector field in Braedstrup was built in 2007, with an overall transparent area of 8,000 m’>. An
extension of 10,608 m* was added in 2012 and is investigated in the current study. This new solar field consists of
847 collectors with convection barrier (model HT-SA 28-10), arranged in 72 rows spaced by 5.5 m. Most of the
collectors (60%) are arranged in 14 module rows, while the remaining 40% is installed in shorter rows (Fig. 1).
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Fig. 1. Layout of the 10,608 m? collector field in Braedstrup (source: ARCON Solar A/S).

The collectors are tilted by 35° and are south oriented. For space reasons, the building containing the heat
exchanger between solar collector loop and the water loop is shown in the bottom left corner of Fig. 1, relatively
close to the solar collector field, while it is actually located approximately 500 m away. The field uses a mixture of

propylene glycol and water with a 30% weight concentration as solar collector fluid. The inlet temperature is about
40 °C while the outlet temperature is about 90 °C.

2.2. Description of the TRNSYS model

One-year measured data (June 2013-May 2014) of total radiation on the collector plane, ambient temperature,
flow rate through the entire collector field and supply temperature were given to TRNSYS as input, while the outlet
temperature was used only as basis of comparison to check the correct operation of the model.

As the purpose of this study is to optimize the composition of a single row, the developed TRNSYS model
simulates the behaviour of one row only, consisting of 14 collectors, which represents the most common
configuration in Braedstrup field (Fig. 1). Because only the total field flow rate was measured, the ratio between the
row flow rate and the field flow rate was assumed equal to the ratio between row area and field collector area, which
guarantees approximately the same outlet temperature from each row.

Although the field is made of solar collectors of type HT-SA 28-10, manufactured by ARCON Solar, two other
ARCON models (HT-A and HT-SA 35-10) were used in this study, as they are similar to the original model and
more detailed information were available from previous studies [6]. The two HT 35-10 collectors are mostly
identical in terms of design and technical specifications, with an aperture area of 12.56 m* and 18 horizontal copper
tubes connecting two manifolds [7,8]. The only relevant difference between the two collectors is a 0.025 mm thick

fluorinated ethylene propylene (FEP) foil interposed between the absorber and cover in the model HT-SA (Fig. 2),
in order to decrease the convection losses.

The two collectors were tested between 2012 and 2013 [6], according to the standard norm EN 12975-2 and their

efficiency was calculated for a 45° tilt angle, 25 litres per minute flow rate and using a mixture of water and
propylene glycol with a 40% weight concentration as solar collector fluid.
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Fig. 2. Solar collector HT-A (a) and HT-SA (b) at Department of Civil Engineering at Technical University of Denmark.

As the operating conditions used in Braedstrup plant differ from those used in the efficiency tests in [6], a
simulation model was created in Soleff, software developed at the Technical University of Denmark [9]. This model
was first validated against the experimental results from [6], and then used to predict the efficiency parameters for a
30% glycol/water mixture and 35° tilt angle, which were then used as input for the collector Type 539 in the
TRNSYS model [10]. The collector parameters given as input to Type 539 are listed in Table 1, while the collector
efficiency curves are shown in Fig. 3 for a solar irradiance of 800 W m™. In the diagram it is possible to appreciate
the effect of the FEP foil on the zero-loss efficiency and convection losses, as described in Section 1.

Table 1. Collector parameters used as input for the collector Type 539 in the TRNSY'S model.

Collector characteristic HT-A 35-10 HT-SA 35-10
Zero-loss efficiency 7, (-) 0.850 0.816

First order heat loss coefficient a;, (W m™? K™) 3.093 2418

Second order heat loss coefficient a,, (W m™ K?) 0.0111 0.0085

First order IAM coefficient by, (-) 0.045 0.070

Second order IAM coefficient b, (-) 0.089 0.080
Collector thermal capacity, (kJ/K) 78.5 78.5

Because the diffuse radiation was not measured in the solar collector field in Braedstrup, Type 546 was used to
evaluate the diffuse component according to Erbs correlation [11], given the total radiation on the collector plane,
horizontal extraterrestrial radiation and position of the sun in the sky. Shadow effect from other rows was considered
by using Type 30a. Given the significant length of the supply pipes (560 m and 474 m for forward and return pipe
respectively), these were taken into account by Type 604b, which modelled plug flow, thermal losses and pipe
thermal capacity.

90%
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Fig. 3. Efficiency of the HT-A and HT-SA collector for a solar irradiance G=800 W m™.
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After verifying the correct operation of the model, this was used to carry out a parametric analysis, varying the
composition of the row by increasing the number of HT-A collectors. Computing and comparing the useful energy
outputs in the different cases, it was possible to determine the best row composition from an energy point of view.

2.3. Economic analysis

The most efficient solution from an energy point of view may not be the most effective from an economic point
of view. For this reason a simple economic analysis, based on the Net Present Value (NPV) method, was carried out
as well. In this way the most cost-effective solution could be identified.

In order to carry out this analysis, the parameters listed in Table 2 were used. The cost of the solar collectors,
their maintenance and their lifetime were communicated by ARCON Solar. The costs of the solar collectors include
also installation and piping. The maintenance cost was said to be the same for both collector models, as no need of
replacement of the FEP foil is expected during the collector lifetime, and, even if the FEP foil breaks, this is
replaced by the collector manufacturer at their own expense. The lifetime of 20 years is meant as the period during
which the collectors are supposed to maintain their original efficiency. This kind of solar collectors are usually kept
in operation for longer than 20 years, but the same performance is not guaranteed afterwards.

The interest rate was assumed equal to 6%, as in similar project studies in Denmark [12], and the energy price
was read from [13] as energy price for the customer without the 25% VAT.

The collector efficiency, and therefore the yearly energy production, was assumed constant throughout the
expected lifetime of the solar collector field. Energy losses from the district heating network were neglected.

Table 2. Parameters used in the economic analysis

Economic parameter Value
Turnkey price of a HT-A 35-10 collector, (DKK/m?) 1750
Turnkey price of a HT-SA 35-10 collector, (DKK/m?) 1850
Energy price, (DKK/MWh) 574.50
Maintenance cost, (DKK/MWh) 2.00
Minimum expected lifetime of the solar collector field, (years) 20
Interest rate, (%) 6%

3. Results
3.1. Comparison between TRNSYS model and measurements

To check the correct operation of the TRNSY'S model, its results were compared against the measured data from
Braedstrup, both in terms of return temperature from the solar collector field and useful energy delivered to the heat
exchanger. As in Braedstrup all collectors are equipped with FEP foil, the row configuration used as comparison
consisted of 14 HT-SA collectors.

In the considered year (June 2013-May 2014), the energy transferred to the heat exchanger in the TRNSYS
simulation was approximately 72.8 MWh, only 1.2% higher than the measured one. Nevertheless, on a seasonal
basis the deviations had higher values and opposite trend. In fact, the periods June-December 2013 and January-May
2014 were characterized by average deviations of +7% and -8%, weighted on the monthly transferred energy. As the
flow rate and the inlet temperature used in the TRNSYS model were the measured ones, the difference was caused
by the different outlet temperature at the end of the return pipe, before the solar collector fluid entered the heat
exchanger. The comparison between measured and simulated return temperatures is shown in Fig. 4. The outlet
temperature computed by the model followed the measured temperature profile, despite some deviations for high
irradiance values. It can be seen how the return temperature calculated by the TRNSYS model was lower than the
measured one, if data from 2014 were used (Fig. 4.a). On the other hand, the TRNSYS return temperature was
higher, when data from 2013 were considered (Fig. 4.b). No significant intervention was done on the field in the
winter 2013-2014, so the abrupt change in the performance of the solar collector field was unexpected.
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Fig. 4. Comparison between simulated and measured return temperature from the solar collector field: (a) April 20" and 21%, 2014; (b) July 7"
and 8™, 2013.

On the basis of the available information, only some hypothesises could be made. The higher energy output of
the TRNSYS model in 2013 was most likely due to the fact that the model assumed perfectly uniform flow
distribution in the different rows, which might not be the case. Additionally, the heat losses from pipes were slightly
underestimated, as only one collector row was modelled. Finally, pollen and dust on the collector cover or presence
of moisture on the inner surface of the glass might reduce the actual performance of the collectors in real-world
operation. Regarding the lower energy output in the first half of 2014, this seemed to be caused by underestimated
irradiance measured by the silicon pyranometer Soldata 80spc, manufactured by SolData Instruments and installed
in Braedstrup field. The irradiance measured in Braedstrup was compared to the horizontal irradiance from a DMI
(Danish Meteorological Institute) climate station in Horsens, 20 km away from the solar collector field, where a
NovaLynx 8101 Star pyranometer (first class according to ISO 9060) was installed. The comparison was done
between the days May 29"-30™ 2014 and June 2™-3" 2013, as they were characterized by clear sky conditions and
almost identical solar declination. Considering an interval of a couple of hours around midday, the ratio between the
irradiance in Braedstrup and that in Horsens in late May 2014 was about 7 % lower than the same ratio calculated
for early June 2013, thus supporting the hypothesis that the silicon pyranometer underestimated the actual solar
irradiance reaching the solar collector field, maybe because of dirt on the pyranometer cover or due to aging.

3.2. Useful energy output

After this comparison, calculations were carried out increasing the number of HT-A collectors placed in the first
part of the row. Fig. 5 shows the monthly solar radiation reaching a unit area of solar collector during operation of
the pumps, and the utilization factor of solar radiation for differently composed rows. The utilization factor is
defined as the ratio between the row useful energy output and the collected radiation defined above.

For the sake of clarity, not all the utilization factor curves are shown in Fig. 5, as it would be difficult to
distinguish them, but only those with a relevant difference between each other are displayed.

On the other hand, results for all the possible row combinations are listed in Table 3 in terms of yearly energy
output and relative difference with respect to a composition consisting of 14 HT-SA collectors. From the values
listed in Table 3, it is possible to see that the best performance was achieved by a row consisting of HT-SA
collectors only. Nevertheless, introducing up to five HT-A collectors in the first part of the row did not significantly
decrease the energy output, as the relative difference with respect to the row composed by 14 HT-SA collectors was
lower than 1%. Further replacement of HT-SA collectors with HT-A models increasingly deteriorated the row
performance, up to a 7% reduction in the case where only HT-A modules were used.
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Fig. 5. Monthly utilization factor of solar radiation for different row compositions (left axis) and monthly solar radiation per unit area of collector
(right axis), using weather data measured at Braedstrup field between June 2013 and May 2014.

Table 3. Yearly energy output from the collector row and relative difference with respect to a 14 HT-SA composition, using weather data
measured at Braedstrup field between June 2013 and May 2014.

3.3. Economic assessment

Row composition Yearly energy Relative
HT-A - HT-SA: output, (MWh) difference, (%)
0-14 74.0 0%
1-13 74.0 -0.1%
2-12 73.9 -0.1%
3-11 73.8 -0.3%
4-10 73.7 -0.5%
5-9 73.5 -0.7%
6-8 73.2 -1.1%
7-17 72.9 -1.5%
8-6 72.6 -2.0%
9-5 72.2 -2.5%
10-4 71.7 -3.1%
11-3 71.2 -3.9%
12-2 70.5 -4.7%
13-1 69.8 -5.7%
0-14 68.9 -6.9%

Under the assumptions made in Section 2.3, an investment analysis was carried out and its results are reported
graphically in Fig. 6, both in terms of net present value of the installation after 20 years and payback time of the
investment. It can be seen that the net present value of the row had a maximum (approximately 164,000 DKK) for
the configuration consisting of five HT-A and nine HT-SA collectors.
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Fig. 6. Net Present Value (NPV) of the row at 20 years (left axis) and payback time of the investment (right axis).

Row configurations with a number of HT-A collector between two and seven presented very similar net present
values (relative difference lower than 1%), while for an increasing presence of the HT-A model in the row this value
decreased to a minimum value of approximately 145,000 DKK (-11.5% with respect to the highest NPV).

Regarding the payback time of the investment, this was found almost independent of the row configuration and
with an average value of approximately ten years and a half (maximum value of 10.8 years for a 14 HT-A collector
row and minimum value of 10.4 years for a 6 HT-A collector row). This value is in good agreement with the
payback times usually estimated for solar collector fields in Denmark [14].

4. Discussion and conclusions

A TRNSYS model was developed in this study, in order to analyse the performance of differently composed
solar collector rows, consisting of 14 collectors, both with and without polymer foil as convection barrier. The
model was built based on measured data from the Danish solar collector field in Braedstrup and using two different
solar collectors available on the Danish market.

The results returned by the model were compared to measurements coming from the plant. The model returned a
value of useful energy output 7% higher than the measured one in the period June-December 2013, and then 8%
lower in the period January-May 2014. As no significant intervention was done on the field in the winter 2013-2014,
only some hypothesises about the reason of such a change in performance could be made. The higher energy output
of the TRNSYS model in 2013 was most likely a consequence of some assumptions made in the model, such as
uniform flow distribution in the different rows, clean and moisture-free collector cover throughout the year and
slightly underestimated heat losses from supply and return pipes. The lower energy output in the first half of 2014
seemed to be caused by underestimated irradiance measured by the silicon pyranometer installed in Braedstrup field.
Comparison between the irradiance measured in Braedstrup and the horizontal irradiance from a nearby DMI
climate station supported this hypothesis. The reason for such an underestimation might be accumulated dirt on the
flat cover of the silicon pyranometer, as this was not regularly cleaned.

The parametric analysis carried out on the row composition proved that the best performance in terms of yearly
useful energy output was given by a row consisting of HT-SA modules only (74 MWh), assuming weather
conditions as those recorded between June 2013 and May 2014. Nevertheless, rows with up to five HT-A collectors,
installed in the first part of the row, presented very similar energy outputs, less than 1% different (Table 3).
Although the replacement of HT-SA collectors with HT-A models reduced the performance, the effect was not so
significant, as the collectors were replaced at the very beginning of the row, where the fluid temperature was not so
high and hence the difference in efficiency between the two collector models was small. Nevertheless, when
additional HT-A collectors were introduced, the performance of the row increasingly deteriorated, with a 7%
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reduction in the case where only HT-A collectors were used. This was in agreement with the expectations, as in this
case HT-A collectors were used also in a relatively hot part of the row, where thermal losses were more important
than the transmittance of the cover.

From Fig. 5 it can be seen that the presence of the FEP foil played a more or less significant role depending on
the season. Comparing the row with only HT-SA collectors to the case where only HT-A collectors were used, the
additional gain in the first case was more important in winter months, when the temperature difference between
collector operating temperature and ambient temperature is larger. In this case convection losses play a significant
role, which the FEP foil helps reduce. So, the highest deviation occurred in December, with 6 percentage point
difference in utilization factor of solar radiation, and the lowest in July, with 2 percentage point difference.

The economic analysis, carried out according to the method of the net present value and in a 20 year lifetime
scenario, showed that the most cost-effective solution was given by a row consisting of five HT-A and nine HT-SA
collectors. This is due to the fact that this configuration yielded a yearly energy output slightly lower (-0.7%) than
the best case scenario, but also required a lower initial investment cost (-2%). The payback time was approximately
the same in all scenarios, so it could not be used as a significant parameter to identify the best solution.

Since the solar collectors are expected to last more than 20 years, a longer lifetime could be assumed. In this case,
the most cost-effective solution in terms of net present value would shift toward row compositions consisting of a
larger number of HT-SA collectors. In fact, the additional yearly energy production would have a longer timespan to
pay back the extra investment. Nevertheless, the collector efficiency after 20 year operation is not guaranteed to be
the same as for brand new collectors, which makes it difficult to make forecast. Information about how the
efficiency curves of the two different collector change over time are needed, if an analysis in the longer term is
desired. Additionally, it must be noted that measured data from a specific year (June 2013-May 2014) were used in
this study. Different yearly weather conditions influence the useful energy output of the solar collector field and thus
affecting the results of the economic analysis.
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This study presents a numerical model calculating the pressure drop and flow distribution in a solar col-
lector with U-type harp configuration in isothermal conditions. The flow maldistribution in the absorber
pipes, caused by the different hydraulic resistances, was considered to evaluate the pressure drop across
the collector. The model was developed in Matlab and is based on correlations found in literature for both
friction losses and local losses, and was compared in terms of overall pressure drop against experimental
measurements carried out on an Arcon Sunmark HT 35/10 solar collector at different flow rates and
temperatures for water and water/propylene glycol mixture. For collector pressure drops higher than
1.4 kPa, the relative difference between the model and measurements was within 5% for water and 7%
for water/propylene glycol mixture. For lower pressure drops the relative difference increased, but
remained within the accuracy of the differential pressure sensor. The flow distribution was mainly
affected by the flow regime in the manifolds. Turbulent regime throughout the manifolds entailed a more
uniform distribution across the absorber pipes compared to laminar regime. The comparison between
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calculated flow distributions and results from previous literature showed a good agreement.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The pressure drop over a solar collector should be known and
taken into account, when connecting collectors in a solar collector
field. In fact, the pressure drop impacts the flow distribution
throughout the field, affecting the heat transfer rate in the collec-
tors and hence their efficiency, and determines the requirements
of the pumps that need to be installed to supply the field in the
most efficient way.

The standard norm ISO 9806 does not strictly prescribe a speci-
fic fluid when performing the pressure drop test of a solar collector.
It states that “the fluid used in the collector for the test shall be
water or a mixture water/glycol (60/40), or a mixture recom-
mended by the manufacturer. The temperature of the fluid shall
be (20+2)°C” (ISO 9806). Therefore, if different fluids are used
to test different collectors, the test results cannot be directly com-
pared (Kovacs et al., 2012). Additionally, the conditions during the
test may differ significantly from the actual operating conditions of
the collector, both in terms of fluid type and operating tempera-
ture. For this reason, it could be useful to have a model able to
derive the pressure drop of a collector for different temperatures

* Corresponding author.
E-mail address: febav@byg.dtu.dk (F. Bava).

http://dx.doi.org/10.1016/j.solener.2016.05.012
0038-092X/© 2016 Elsevier Ltd. All rights reserved.

and fluids, starting from a single test carried out in a specific
operating condition.

When considering large flat plate collectors, the most common
design is a number of parallel pipes connecting two manifolds. This
configuration allows a high ratio between pipe length and absorber
area, without too large pressure drops. On the other hand, the par-
allel pipe design has the disadvantage of non-uniform flow distri-
bution in the different parallel pipes. The flow distribution in flat
plate collectors with parallel pipes has been the topic of many
investigations, as it may strongly affect the collector efficiency. In
fact, several studies show that the efficiency decreases for higher
flow maldistribution, as a consequence of non-uniform outlet tem-
peratures for the different collector pipes. Chiou (1982) developed
a method to determine how much the collector efficiency is dete-
riorated by flow maldistribution, but he did not calculate the flow
distributions himself. He defines a flow nonuniformity parameter as
the root mean square deviation of the absorber pipe flow rates and
concludes that the deterioration of the collector efficiency is pro-
portional to approximately the square of such parameter. Wang
and Wu (1990) propose a discrete numerical model to predict
the flow and temperature distribution in collector arrays with
vertical pipes, both in U-type and Z-type configuration, taking into
account buoyancy force. The U-type array presents a higher
maldistribution and hence its efficiency is more penalized
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compared to the Z-type array. The flow rate in the absorber pipes
for the U-type array decreases monotonically with the distance
from the manifold inlet. The same trend is found by Jones and
Lior (1994), who considered a single collector with vertical pipes,
instead of an entire array, and neglected buoyancy effect. The flow
is assumed isothermal, as buoyancy and temperature dependence
of the thermophysical properties are expected to play a negligible
role, as argued in the authors’ previous work (Jones and Lior, 1987).
Weitbrecht et al. (2002) carried out both an experimental and ana-
lytical study on the flow distribution in a Z-type collector in
isothermal conditions. They investigated the influence that the
inset of a pipe into the manifold has on the pressure drop across
the tee junction. However, only laminar flow and one specific tee
geometry were considered. Still, the effort of investigating pressure
drops in tees with inset is noteworthy. In fact, the pipe inset is
often neglected or simplified in other studies, but can play a role
in the flow distribution by increasing significantly the pressure
drop compared to tees with sharp edges (Ohnewein et al., 2015).

Fan et al. (2007) studied the flow and temperature distribution
in a large solar collector with 16 U-connected horizontal tubes
with quadrilateral cross section. A numerical model, based on
CFD calculations and taking into account buoyancy, and experi-
mental measurements are compared. The results show that the
flow distribution is dominated by friction (and hence buoyancy
can be neglected), if the velocity in the collector pipes is high com-
pared to the temperature rise across the collector. In large solar
collector fields in Denmark each row usually consists of 10-25 col-
lectors (Windeleff and Nielsen, 2014), so the temperature rise in
each collector is relatively small, while the flow rate is relatively
high. Consequently, it can be considered that buoyancy plays a
minor role in the flow distribution in this kind of installations. As
the focus of the present study was on large solar collectors for col-
lector field applications, the assumption of no buoyancy was made
and the flow was assumed isothermal.

The aim of the study was to develop a numerical model for cal-
culating the pressure drop and flow distribution in a U-type harp
collector under isothermal conditions. The model, whose source
code is publicly available online (Bava, 2015) and can be easily
customized by other users, takes only a couple of seconds to
perform a simulation. The model is based on a very common
design of solar collector, so it can be used to evaluate geometry
improvements to achieve more uniform flow distribution. Both
laminar and turbulent regimes were considered, and an effort
was made to take into account the effect of the pipe inset into
the manifolds. The reliability of the model was verified by compar-
ing its results against experimental measurements and previous
literature findings.

2. Material and method
2.1. Numerical model

2.1.1. Pressure drop correlations

In a solar collector, as well as in any other hydraulic circuit, the
total pressure drop is given by the sum of two types of pressure
losses: friction (or major) losses and local (or minor) losses. Fric-
tion losses occur in pipe flow because of viscous effects generated
by the pipe surface. Local losses are due to variations of momen-
tum. Valves, bends, tees and abrupt changes in pipe cross section
are examples of components causing local pressure losses.

The friction loss along a straight pipe of constant cross section
can be calculated by the Darcy-Weisbach equation:

L opw?

Ap = /»D—h N 1)

where

Ap is the pressure drop [Pa],

J is the Darcy friction factor [-],

I is the pipe length [m],

Dy, is the pipe hydraulic diameter, which equals the inner
diameter for a full flow circular pipe [m],

p is the fluid density [kg m~3],

w is the mean fluid velocity [ms™'].

The friction factor depends on the type of flow regime and, if
this is turbulent, on the roughness of the pipe as well. The param-
eter indicating whether a flow is laminar or turbulent is the Rey-
nolds number, defined as
_ wpDy

u

where

Re (2)

Re is the Reynolds number [-],
w is the fluid dynamic viscosity [Pa s].

Density and viscosity are properties characteristic of each fluid
and are dependent on the temperature. Water and propylene gly-
col/water mixtures are the most common fluids used in solar ther-
mal applications. Thermophysical properties of water are well
known and are easily found in literature. For the density, the cor-
relation (Eq. (3)) proposed by Furbo (2015) was used, while the
dynamic viscosity was evaluated through equation (Eq. (4)) pro-
posed by Kestin et al. (1978):

p =1000.6 —0.0128 T'® (3)

log{ i(T)/ (T = 20°C)} = {1.2378 —1.303-107> - (20— T)
+3.06-10°.(20-T)* +2.55-10°®
-(20=T)*}- (20— T)/(T + 96) (4)

where T is the fluid temperature [°C].

Given the large variability of the properties of propylene
glycol/water mixtures found in literature and in product data-
sheets, these were experimentally determined with an Anton Paar
DMA 4100 densimeter and an Anton Paar AMV 200 viscometer.
Three samples with glycol concentration of 40%, 45% and 50% were
tested at temperatures between 20 °C and 80 °C with an interme-
diate step of 10 °C. The experimental data points were then inter-
polated with the polynomial expressions (Eq. (5)) and (Eq. (6)):

p =1013 — 0.2682T + 0.7225x — 1.94 - 107°T? — 4.964 - 103xT
)

U= (-2.881-6.721-107°T + 0.2839x + 1.959 - 107°T*
—7.036-107°XxT — 1.883 - 107°T> +4.862 - 10°xT%) - 107>
(6)

where x is the mass concentration of propylene glycol in the mix-
ture [%].

Laminar flow regime is characterized by low values of Reynolds
number. In literature it is often stated that, for fully developed flow
in a circular pipe, laminar flow occurs for Re < 2300, and turbulent
flow for Re > 4000 (Holman, 2002). The flow regime between lam-
inar and turbulent is referred to as transitional regime. In reality,
the exact value at which change in flow regime occurs is extremely
difficult to determine and depends on whether small disturbances
are present. In the developed model, the flow was assumed laminar
for Re < 2300, and turbulent for Re > 3100, as a result of a series of
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tests carried out to evaluate transition in flow regime in the HT col-
lector pipes. More detailed information about how these tests were
performed and analyzed is reported in Appendix A.

In case of laminar flow, the Darcy friction factor was calculated
through the Hagen-Poiseuille law:

).=64/Re (7)

For turbulent flow the Blasius correlation for smooth pipes (Eq. (8))
was used, as the collector manifolds and pipes were made of com-
mercial copper tubes, characterized by very small absolute rough-
ness (Binder, 1973).

/. = 0.3164/Re*® (8)

Beside the Blasius correlation, other friction factor correlations were
implemented in the model, such as those proposed by Colebrook
(1939) and Haaland (1983) for turbulent flow in pipes of known
roughness, and by Joseph and Yang (2010) for any flow regime in
smooth pipes.

Following the example of Jones and Lior (1994), the friction fac-
tor in the transition region (2300 < Re <3100) was calculated by
linear interpolation between the value obtained from (Eq. (7)) for
Re =2300 and that obtained from (Eq. (8)) for Re =3100.

Regarding local losses, in the solar collector under investigation
the only discontinuities were represented by the tees connecting
the absorber pipes to the manifolds. The correlations used to model
the pressure losses in tees were mainly obtained by Idelchik
(1994). For the sake of simplicity, these correlations are not
reported here, but can be found as part of the code of the devel-
oped model (Bava, 2015). Though, Idelchik’s correlations refer to
tees with sharp edges and without any inset, while the collector
under investigation had 2-3 mm inset of the absorber pipes into
the manifold. As even short insets have been proven to be able to
affect the pressure drop across tees (Ohnewein et al., 2015), Idel-
chik’s correlations were corrected based on the results from
Ohnewein et al. (2015). In Ohnewein et al. (2015) Figs. 33-38 pre-
sent the measured pressure drop coefficients in different types of
tee junctions for different inset lengths and different flow rate
ratios between side passage and combined passage of the tee junc-
tion. In the same diagrams also Idelchik’s pressure drop coeffi-
cients for turbulent conditions are reported, even when the
Reynolds number in the combined passage of the tee junction is
very low (for example Re = 500 in Fig. 37). For this reason, in order
to make a fair comparison, the coefficients proposed by Ohnewein
et al. were compared to those from Idelchik, using turbulent or
laminar correlations accordingly. Among the different pressure
drop coefficients proposed by Ohnewein et al., those with an inset
length/manifold diameter ratio closer to that of the investigated
collector (see Section 2.2) were chosen. Based on the comparison,
the following conclusions were drawn:

e Good agreement was found between Ohnewein et al.’s and Idel-
chik’s pressure drop coefficients in case of straight passage in a
diverging tee junction both in laminar and turbulent conditions;
Good agreement was found in case of side passage in a diverg-
ing tee junction in laminar conditions, assuming that at
Re = 3500 in the combined passage of the tee junction the flow
is still laminar;

In case of side passage of a diverging tee junction in turbulent
conditions, Ohnewein et al. measured pressure drop coefficients
about 0.75 times those predicted by Idelchik;

In case of straight passage of a combining tee junction in turbu-
lent conditions, Ohnewein et al. measured pressure drop coeffi-
cients about 2.2 times higher than those predicted by Idelchik.

Hence, Idelchik’s correlations were corrected accordingly and
implemented in the model. Given the collector geometry, the

above mentioned pressure drop coefficients for isolated tee junc-
tions could be used to evaluate the pressure losses along the man-
ifolds, which, according to Miller (2009), is allowed when the
distance between two consecutives tees is three times longer than
the manifold diameter.

2.1.2. Matlab implementation

Using the pressure drop correlations described in the previous
section, a numerical model was developed in Matlab to compute
the flow distribution and the resulting pressure drop across a col-
lector. The input data to the model are the dimensions of the col-
lector hydraulics and operating conditions of the heat transfer
fluid (glycol content, flow rate and fluid temperature). The fluid
temperature, which is assumed to be constant throughout the col-
lector, is used to determine the density and viscosity of the fluid.
Additionally, the flow is considered to be fully developed.

Given an initial flow rate as input, the model assumes that the
flow is uniformly distributed in all absorber pipes. A uniform flow
distribution would cause the pressure drop to increase from one
strip to the next (see strip numbering in Fig. 1), as the fluid path
becomes longer due to additional manifold segments. In reality,
the pressure drop must be the same, irrespective of the path the
fluid follows, resulting in an adjustment of the flow rate in each
absorber pipe. In order to calculate the true flow distribution, the
numerical model solves iteratively the set of equations (Eq. (9)),
which impose both the conservation of mass across the collector
(first line in Eq. (9)) and the uniformity of pressure drop along
the different hydraulic paths (from second line downward in Eq.

(9)):

1 1 1 1 1 1
k]_j’ﬁ’l]J —kz_j'mzj 0 0 0 0
0 szJ’hz_j —k3J-m3_j 0 0 0
0 0 0 0 kN—].j . ThN,]J‘ —kNJ' . rth
m1J+1 Mot
MMy 0
«| M3 | =] 0 (9)
mN.j+1 0
where

1 is the mass flow rate [kgs™'],

k is a hydraulic resistance coefficient [kg~! m~], defined so that
the product (k;-m?) corresponds to the pressure drop (in
Pascal) across the i-th hydraulic path. The factor k; is
representative of the pressure drop along the i-th absorber pipe,
which is proportional to the square of the flow rate r;, as well
as the pressure drop across the manifold segments and tees
included in the i-th hydraulic path, properly normalized to
the flow rate m;,

1,2,..., N subscripts denote the hydraulic path and N is the
total number of hydraulic paths,

tot subscript refers to the total flow rate supplied to the
collector,

Jj subscript denotes the iteration number.

The iterative procedure is continued until the difference in the
absorber pipe flow rates between two consecutive iterations is
lower than 0.1%. With this convergence constraint a typical calcu-
lation is performed in a couple of seconds for a computer with
quad-core CPU, 2.4 GHz CPU frequency and 8 GB memory.
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Fig. 1. Sketch of a U-type absorber with horizontal absorber pipes. Adapted from Fan et al. (2007).

The entire Matlab code used to carry out the present study is
publicly available online (Bava, 2015).

2.2. Experimental setup for pressure drop measurement

The developed model was based on the design of U-type large
scale collectors. These collectors have a number of horizontal
absorber pipes welded to absorber strips and connecting two ver-
tical manifolds located along the sides of the collector with their
outlet at the top corners (Fig. 1).

The selection of this design was motivated by the fact that this
is the most frequently adopted when manufacturing large collec-
tors for solar heating field applications. In fact, these collectors
are easy to assemble and quick to connect to one another when
installed side by side in a field.

To validate the model in terms of overall collector pressure
drop, the results were compared to measurements carried out on
a large scale collector in different operating conditions. The tested
collector was an Arcon Sunmark HT-SA 35/10 module, having an
aperture area of 12.60 m. The collector piping was made of copper
and had circular cross sections. The 18 absorber pipes were 5.80 m
long, had an inner diameter of 9.1 mm and an intermediate spacing
of 122 mm. The manifolds had an inner diameter of 32.9 mm.

A differential pressure sensor TA-SCOPE from IMI Hydronics
was used to measure the pressure drop across the collector. The
instrument nominal accuracy is given by the higher value between
0.1 kPa and 1% of the measured value.

The volume flow rate supplied to the collector was measured by
a Kamstrup MP115 electromagnetic flow meter. Its accuracy is
stated to be within +0.50%. Additionally, the instrument was cali-
brated with water and propylene glycol/water mixture at different
fluid temperatures and flow rates, and its nameplate calibration
factor was confirmed.

Transparent plastic tubes were connected to the inlet and outlet
of the collector at one end and to the pressure sensor at the other
end, as shown in Fig. 2. The transparent pipes made it easier to ver-
ify that no air was present in the circuit, which otherwise would
alter both the flow rate and differential pressure measurements.
As the plastic pipes could not be connected exactly at the inlet
and outlet of the solar collector (Fig. 3), the pressure losses occur-
ring in between needed to be evaluated, in order not to assign
them to the collector.

Fluid temperature was measured both at the inlet and outlet of
the collector by type T thermocouples (copper/constantan
junction).

Pressure drop measurements were carried out for flow rates
between 0.08 and 0.721s7! (0.3-2.6 m® h™!) and at temperatures
of approximately 25 °C, 55°C and 70 °C, with water and a 50%

Thermocouples \ 1

)

Differential

pressure sensor

Fig. 2. Back of the HT-SA 35/10 solar collector with plastic pipes arrangement for
pressure drop measurement.

propylene glycol/water mixture as heat transfer fluid. The tests
were performed in cloudy sky conditions, so that the temperature
rise across the collector was negligible and the assumption of
isothermal flow introduced in the model was fulfilled.

3. Results
3.1. Collector pressure drop

The comparison between the measured and calculated pressure
drops as function of the flow rate is shown in Figs. 4 and 5. Given
the configuration of the hydraulic circuit, it was possible to test
volume flow rates up to 2.6 m>h™!, corresponding to pressure
drops of approximately 9-10 kPa. The lower boundary of the tested
flow rate was determined by the error of the differential pressure
sensor, which became increasingly predominant when measuring
pressure drops lower than 1 kPa. The error bars for the measured
pressure drops represent the maximum value between the accu-
racy of the differential pressure sensor (i.e. the higher value
between 0.1 kPa and 1% of the measured value) and the standard
deviation of the measured values. For sake of simplicity of the dia-
grams, the error bars relative to the measured flow rates are not
shown, as they are much smaller compared to the uncertainty of
the differential pressure measurements. In fact, for all tested flow



268 F. Bava, S. Furbo/Solar Energy 134 (2016) 264-272

Fig. 3. Detail of collector outlet with connection for the differential pressure sensor.
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Fig. 4. Comparison between measured and calculated pressure drops for water.
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Fig. 5. Comparison between measured and calculated pressure drops for 50%
propylene glycol/water mixture.

rates, the highest of the ratios between standard deviation and
mean value was 0.43%, and most of them were lower than 0.20%.
Consequently, they were always lower than the nameplate accu-
racy of the flow meter (+0.50%) and more than twice as small as
the accuracy of the differential pressure sensor.

The pressure drop values given by the model matched the mea-
sured values with a reasonable accuracy. For values higher than
1 kPa, the highest relative difference between model and measure-
ments was equal to 5% for water. Regarding the glycol/water mix-
ture, the highest relative difference was 10% for a measured
pressure drop of 1.37 kPa, while in the other cases it was within 7%.

For values lower than 1 kPa, the relative differences were
slightly higher. The highest deviation (15%) was found for the low-
est pressure drop (0.2 kPa). However, this deviation was within the
accuracy range of the differential pressure sensor (0.1 kPa). Apart
from this, no particular trend of discrepancy could be identified
with respect to flow rate, temperature or fluid type, as both posi-
tive and negative deviations are found (see Figs. 4 and 5). Fig. 4
shows that for water at high flow rates (V > 1.5m>h™! at 25 °C
and V > 2.0m3h! for at 55 °C and 70 °C) the model underesti-
mated the actual pressure drop by 3-5%. An underestimation of
the friction factor in the corresponding range of Reynolds number
(Repipe > 5200) was at first assumed as possible cause of these devi-
ations. However, other data points in the same range of Reynolds
number did not show similar deviations. Additionally, in order to
increase the friction factor for this range of Reynolds number in
such a way that these deviations were minimized, the roughness
of copper pipes should have been assumed 10 times higher than
that usually reported in literature (Binder, 1973). Such a correction
did not seem acceptable, also based on the results of some surface
roughness tests carried out on similar collector pipes. Hence, the
assumption of smooth pipes was maintained.

Beside the accuracy of the instruments, other sources of error
might be the assumptions made in the model, such as linear inter-
polation between laminar and turbulent conditions in case of tran-
sitional regime and fully developed flow throughout the pipes.

In both diagrams, the typical quadratic relation between pres-
sure drop and flow rate can be observed, as the different groups
of points are approximately aligned along parabolic trajectories.
Additionally, the influence of the fluid temperature on the pressure
drop across the collector can be noted by comparing the different
series of points within the same diagram. As expected, a fluid flow
at lower temperature caused a higher pressure drop for the same
flow rate.

3.2. Flow distribution

The flow distribution was expressed in terms of dimensionless
flow rate in the absorber pipes, defined by (Eq. (10)) as:

4 Vi
Vi=o—— (10
)/
where
V; is the dimensionless flow rate flowing in the i-th absorber
pipe [-],

V; is the volume flow rate in the i-th absorber pipe [m®>h™!],
N is the number of absorber pipes [-].

3.2.1. Comparison with previous literature

As no validation in terms of flow distribution could be per-
formed in the test rig, the model results were compared with data
found in literature. Results from the simulation model of Jones and
Lior (1994) were chosen for comparison, because of the similarity
in collector design as well as the identical assumption of isother-
mal flow. In Jones and Lior’s paper, model results obtained for a
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U-type harp collector having 8 or 16 absorber pipes are presented.
The absorber pipes are 1.83 m long and can have a diameter of
0.25, 0.50 and 0.75 times the manifold diameter, which is
2.54 cm. The manifolds length is 0.915 m. As heat transfer fluid
water at 60 °C is assumed and the flow rate is varied in such a
way that the Reynolds number at the manifold inlet is 3210,
9640 and 16,100 in different cases. Darcy friction factors are eval-
uated using Colebrook equation (Colebrook, 1939) for Re > 3000
and Hagen-Poiseuille law (Eq. (7)) for Re < 2100. Linear interpola-
tion between the two is used for the transition regime. The rough-
ness of the pipe material is not specified in the paper, but it is said
to be intermediate between that for clean copper and steel. A value
of 0.016 mm was therefore selected in the model proposed in the
present paper. Regarding tee junctions, the schemes reported by
Jones and Lior imply that sharp edge tees were considered. The
pressure change across the tee junctions is evaluated based on
momentum conservation and constant pressure regain coefficients
(y =0 for converging tee junction and y=0.9 for diverging tee),
with no distinction between laminar and turbulent regime. Addi-
tionally, the energy loss coefficient at the entrance and exit of
the absorber pipes is assumed to be constant and equal to 1.2.
The last two assumptions may not be very accurate, as pressure
drops in tees are shown to be very sensitive to the tee geometry
and flow characteristics (Idelchik, 1994; Ohnewein et al., 2015).
However, to make the comparison between the two models fair,
the same assumption was made in the proposed model and the
pressure drop correlations for tees in turbulent regime were used
also in the laminar region.

The comparison between the flow distributions found by Jones
and Lior and those given by the proposed model are shown in Fig. 6
for two different cases. The first refers to a collector with 8 pipes
and a ratio between pipe and manifold diameters of 0.50. The sec-
ond case refers to a collector with 16 pipes and a diameters ratio of
0.25. This resembles more closely the geometry of a large scale col-
lector on which the present model was based. In both cases the
Reynolds number at the manifold inlet was 9640.

In Fig. 6 it can be seen that the two couples of profiles presented
a very similar trend, with the presented model predicting a more
uniform flow distribution compared to Jones and Lior’s. The differ-
ence was relatively small, with maximum deviations of 5% and 1%
in case of 8 and 16 pipes respectively, and it was most likely due to
the different correlations used to estimate the energy losses in the
tee junctions.

Another difference between the two models was the trend of
the curves in the bottom pipes. Due to the assumption made by
Jones and Lior about the constant pressure regain coefficients,
the profiles returned by their model were strictly decreasing. On
the other hand, the pressure drop coefficients from Idelchik
(1994) used in the proposed model allowed a slight increase in
flow in the last pipes, as shown in the case with N = 8 in Fig. 6. This
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Fig. 6. Comparison in flow distribution between Jones and Lior's model and the
proposed model.

happened because the pressure drop across the side passage of
diverging tee junctions decreased with the reduction in the mani-
fold flow rate more significantly than the increase in hydraulic
resistance given by the other hydraulic components (tee junctions
and manifold segments).

A good agreement between the two models was found for most
of the other combinations of Reynolds number and diameters ratio
proposed by Jones and Lior in their paper, with maximum devia-
tions of 5%. Exceptions were the results obtained for a diameters
ratio of 0.75. In this case, Jones and Lior’s model predicted a much
stronger non-uniformity, with the top pipe having a flow rate up to
four times higher than in the bottom pipe. In the same conditions,
the proposed model predicted a ratio between of the two flow rates
of approximately two. The difference between the models was
caused by the different correlations used to evaluate the pressure
drops in the tee junctions. In case of a large diameters ratio, the
pressure drop across the absorber pipes is not predominant any
more, and the pressure drops across the tee junctions play a more
important role in determining the flow distribution.

3.2.2. Effect of flow regime on flow distribution

Using the developed model, it was possible to calculate the flow
distribution inside the HT 35/10 collector at different flow rates
and fluid types. Two cases were considered, one with water at
70°C (Fig. 7) and the other with water at 20 °C (Fig. 8). Due to
the different fluid viscosity at different temperatures, these two
cases allowed to study the flow distribution at similar flow rates,
but in different flow regimes.

The flow distributions shown in Figs. 7 and 8 decrease from the
top to the bottom pipe, but with different profiles. In case of water
at 70 °C (Fig. 7), the distribution was more uniform, especially at
flow rates higher or equal to 1.5 m> h™!, for which the parameter
V' ranged from 0.92 to 1.09. At these flow rates the flow across
the absorber pipes and in the largest part of the manifold was tur-
bulent. At a flow rate of 0.7 m® h!, the flow regime in the manifold
was turbulent in the first 15 pipes and consequently the flow dis-
tribution was still roughly uniform. Conversely, in the last three
manifold segments the flow regime switched to laminar, causing
a stronger decrease of the flow rates in the last absorber pipes
and a wider spread of the V' values.

In case of water at 20 °C (Fig. 8), the laminar regime in the pipes
and most of the manifolds caused a much less uniform flow distri-
bution. This is particularly evident at the lower flow rates of 0.5
and 1 m® h™!, where V' varied more strongly, in a range between
0.66 and 1.25. For higher flow rates the portion of manifolds expe-
riencing turbulent conditions increased and the flow distribution
became more uniform, similar to the profiles shown in Fig. 7.

Through the developed model, it was also possible to study the
contribution to the total pressure drop of the single hydraulic com-
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Fig. 7. Flow distribution in the absorber pipes at different flow rates for water at
70°C.



270 F. Bava, S. Furbo/Solar Energy 134 (2016) 264-272

¥ [m? hl]

m ,
090 \\ ¥ s
0.80 —2

0.70 S

0.60 — 7T

1234567 89101112131415161718
Pipe number [-]

Dimensionless flow rate, V' [-]
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20 °C.

ponents, such as absorber pipes, manifolds and tee junctions.
Although the pressure drop across the absorber pipes played the
most significant role in both cases, its importance for the different
paths was quite different, depending on the flow regime. In case of
turbulent regime in all absorber pipes, the pressure drop along
these represented 86-90% of the total collector pressure drop for
the top pipe, and 66-71% for the bottom pipe. The remaining part
was caused by forward and return manifolds as well as tee junc-
tions. In case of laminar regime, the pressure drop in the absorber
pipe was 87-92% of the total for the top pipe, and 44-50% for the
bottom pipe.

4. Discussion
4.1. Pressure drop

As expected, when testing the two heat transfer fluids at the
same temperature and flow rate, the pressure drop for the gly-
col/water mixture was larger than for water, because of the much
higher viscosity. For the same reason, the pressure drop for both
fluids was higher at lower temperatures. Nevertheless, this effect
was much more relevant for the 50% glycol/water mixture than
for water. This was due to two main factors. Firstly, the kinematic
viscosity of water decreases by a factor of 2.7 when the tempera-
tures increases from 20 °C to 80 °C, while that of a 50% glycol/water
mixture decreases by a factor of 5 for the same temperature vari-
ation. Secondly and more importantly, the higher viscosity of the
glycol/water mixture at about 20 °C caused the flow regime in
the absorber pipes to be laminar, even at the highest tested flow
rate of 2.5 m> h™'. This entailed much higher friction factors com-
pared to those obtained at higher temperatures.

Despite its secondary importance, the higher density also con-
tributed in increasing the pressure drop at lower temperatures.
The effect was more important for the glycol/water mixture, as
its density varies by about 4% in the range 20-80 °C, compared to
2% for water.

It can also be noted that the pressure drop for glycol/water mix-
ture at 70 °C was very similar to that of pure water at 20 °C. This
was due to the fact that the two fluids have very similar kinematic
viscosity and density in these conditions (va~1-10"¢m2s7,
p ~ 1000 kg m~3). This means that the pressure drop curves for
glycol/water mixtures at relatively high temperature may be indi-
rectly evaluated using water at sufficiently low temperature.

4.2. Flow distribution

The results given by the model showed a decrease in flow rate
from the top to the bottom pipes, because only friction was consid-

ered as driving force, so that the longer the hydraulic path, the
higher the resistance. This is in agreement with the findings of
Wang and Wu (1990), Jones and Lior (1994), and Fan et al. (2007).

A large difference appeared to exist when comparing flow dis-
tributions characterized by a different flow regime. Turbulent flow
in the manifolds entailed relatively small pressure losses both in
manifold segments and tees, compared to those occurring across
the absorber pipes. So, these additional pressure drops could be
compensated by a slight unbalance in the collector flow distribu-
tion. This is shown in Fig. 7 by the flow distributions referring to
the flow rates of 2.5 and 3.5 m> h~!. The extent of the unbalance
in flow distribution, which was needed to compensate the pressure
drop caused by manifolds segments and tees, was also affected by
the flow regime in the absorber pipes. Due to the geometry of the
HT 35/10 collector, the flow regime in all absorber pipes was tur-
bulent, when it was turbulent in the entire manifold. Given the
weak dependence of the friction factor in the turbulent region on
the Reynolds number (see Eq. (8)), the friction pressure drop in
the absorber pipes can be considered proportional to the square
of the fluid velocity, so that small variations in flow rate cause lar-
ger variations in pressure drop. For this reason, a slight unbalance
in flow distribution is sufficient to give the right pressure drop
along each hydraulic path.

Fig. 7 also shows that when turbulent regime was established
throughout the collector, then the flow distribution was not signif-
icantly affected by the total flow rate, which is in agreement with
previous findings (Jones and Lior, 1994).

At lower flow rates (V< 1.5m>?>h~! in Fig. 7), only part of the
manifolds was in turbulent conditions, so that laminar equations
applied to the last manifold segments and tees. As both pressure
drop coefficients for tees and friction factor coefficients are much
higher in laminar regime than in turbulent regime, the flow rate
in the last absorber pipes needed to diminish abruptly in order
to cause the same pressure drop as the previous hydraulic paths,
causing higher flow non-uniformity.

On the other hand, when using water at 20 °C (Fig. 8), the higher
viscosity resulted into laminar regime in the absorber pipes and in
larger part of the manifolds. At lower flow rates (V < 1 m®h!), the
flow regime in all absorber pipes was laminar, while it was initially
turbulent in the manifold and then, as more fluid was diverted to
the absorber pipes, laminar. The precise tee junction after which
the change in flow regime occurred can be identified looking at
the change in slope in the curves in Fig. 8: a milder slope corre-
sponds to turbulent flow in the manifold, while a steeper slope
to laminar flow. The flow distribution at these flow rates was much
less uniform than in the turbulent case (Fig. 7). The main reason for
this behavior was that the local loss coefficients for tees in laminar
regime are more sensitive to flow conditions than in turbulent
regime, so they varied more significantly from one pipe to the next.
As the hydraulic resistance between two consecutive pipes differed
more significantly, this needed to be compensated by a larger dif-
ference in flow rates. A secondary reason is the linear dependence
of the friction pressure drop on the fluid velocity in laminar condi-
tions (see Egs. (1) and (7)), which, compared to the quadratic
dependence in turbulent conditions, required larger variations in
flow rate to compensate the varying pressure drop across the
absorber pipes.

The distribution became more uniform at higher flow rates, as a
longer part of the manifolds experienced turbulent conditions and
the regime inside the absorber pipes became transitional
(V=1.5m>h™") and then turbulent (V=2 m3h1).

The fact that the modeled flow distributions become more
uniform at higher flow rates seems to be in disagreement with
previous literature. For example, Jones and Lior (1994) show that
the flow distribution in a harp collector (both in Z- and
U-configuration) is approximately independent of the Reynolds
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number at the manifold inlet, and hence of the total flow rate. Only
for the highest ratio between absorber pipe and manifold diame-
ters (d/D =0.75), the flow distribution at the lowest flow rate
(Réinter = 3210) was slightly more uniform than at higher flow rates
(Rejnjer = 9640 and Rejner = 16,100). The reason for the different
trend found through the proposed model was mainly the use of dif-
ferent correlations for tee junctions, depending on the flow regime.
As an example, Fig. 9 shows the modeled flow distributions in a
HT-SA 35/10 collector at different manifold inlet Reynolds num-
bers, using turbulent correlations for tee junctions regardless of
the actual flow regime. In this case the trend of the flow distribu-
tions was in agreement with Jones and Lior (1994). However, given
the good agreement between the measurements from Ohnewein
et al. at low Reynolds number and Idelchik’s laminar correlations,
it was decided to keep the latter in the model.

As mentioned, isothermal flow was assumed in the model. In
real operating conditions, the temperature of the heat transfer fluid
would increase along the absorber pipes. If the temperature rise is
relatively small, the fluid properties do not change significantly
and using the mean fluid temperature is an acceptable simplifica-
tion. Nevertheless, in case of uneven flow distribution and uniform
solar irradiance on the collector, a pipe with a lower flow would
experience a larger temperature rise and a higher mean fluid tem-
perature. The fluid viscosity would be lower, and thereby the fric-
tion factor and hydraulic resistance would be smaller.
Consequently, the flow distribution in case of non-isothermal con-
ditions would partly balance itself, resulting in a more uniform dis-
tribution compared to isothermal conditions. The effect is expected
to be more relevant in case of laminar flow, because of the stronger
flow maldistribution (Fig. 8) and the direct proportionality
between friction factor and fluid viscosity (see Egs. (2) and (7)).

Flow maldistribution in a harp collector causes a decrease in the
collector efficiency. In fact, absorber pipes having lower flow rates
and hence higher temperatures suffer higher heat losses. The war-
mer fluid at the exit of these pipes is tempered down by the colder
fluid coming from the absorber pipes supplied with higher flow
rates. The mixing of flows at different temperatures causes a lower
temperature rise across the collector compared to the case with
uniform flow distribution and identical temperature rise across
each absorber pipe. Consequently, the overall collector efficiency
decreases. The negative effect of the flow maldistribution on the
collector efficiency is increased primarily by the degree of maldis-
tribution and secondly by the collector heat loss coefficient. The
quantitative relationship between flow maldistribution and collec-
tor efficiency degradation is out of the scope of this investigation.
However, an estimation of this effect can be found in Chiou
(1982). In fact, defined a flow nonuniformity parameter as the root
mean square deviation of the absorber pipe flow rates, the deteri-
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Fig. 9. Flow distribution in the absorber pipes of a HT-SA 35/10 collector for
different manifold inlet Reynolds numbers.

oration of the collector efficiency is expected to be proportional to
approximately the square of such parameter.

5. Conclusions and future perspective

A model for estimating the pressure drop and flow distribution
across a solar collector with U-type configuration in isothermal
conditions was developed. The pressure drops calculated by the
model were compared to measurements carried out on a solar col-
lector. The flow distributions were compared to previous literature
findings.

For pressure drops higher than 1 kPa, all relative differences
between model and measurements were within +7%, apart from
one point. For lower pressure drops the relative difference
increased, but always within the accuracy of the differential pres-
sure sensor.

Flow rate and viscosity were the main factors influencing the
pressure drop, so different fluids having similar values for these
two parameters gave almost identical pressure drops.

The flow distribution was mainly affected by the flow regime in
the manifolds. Turbulent regime throughout the manifolds
entailed a more uniform flow distribution compared to laminar
flow. This was mainly due to the strong dependence of the local
losses for the tee junctions in laminar conditions. The comparison
between calculated flow distributions and results from literature
gave a good agreement in most of the cases.

The presented model is planned to be used for the development
of a numerical model for evaluating the flow distribution in large
solar collector fields for district heating applications. In fact, flow
rate and temperature levels in such fields vary depending of sev-
eral boundary conditions, such as solar irradiance, fluid type, for-
ward and return temperatures of the district heating network.
Moreover, due to the temperature rise across a collector row, each
collector experiences a different mean fluid temperature. In order
to evaluate the flow distribution across the collector field, a flexible
and accurate model is needed to calculate the pressure drop across
each collector in different operating conditions.

Additionally, regarding the flow distribution, the model can be
used to optimize the design of collector. Aspects which may be
investigated are the ratio between manifold diameter and absorber
pipe diameter, length of the absorber pipes and effect of pipe inset
into the manifold. The results could be used by collector manufac-
turers to design their products in such a way that a more uniform
flow distribution is achieved under typical operation, and thereby
improve the collector efficiency.
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Appendix A

To evaluate the Reynolds number at which transition in flow
regime occurred, the following procedure was followed. The pres-
sure drop across the collector was measured while varying gradu-
ally the fluid inlet temperature and keeping a constant flow rate.
The test was performed in cloudy sky conditions, so that the inlet
and outlet temperature were approximately the same. Due to non-
uniform flow distribution, the different absorber pipes had differ-
ent flow rates. Using the presented numerical model, it was possi-
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ble to identify the pipe having a value of flow rate closer to the flow
rate which would occur in case of perfectly uniform flow distribu-
tion. For the selected pipe, the numerical model was also used to
isolate the pressure drop caused by the absorber pipe from that
caused by the manifolds and tee junctions. The Darcy friction factor
was finally calculated through (Eq. (1)), using the pipe pressure
drop and a fluid velocity corresponding to a perfectly uniform flow
distribution.

The comparison between the so calculated Darcy friction factor
and the theoretical one is shown in Fig. Al. In the diagram the
curved referred to as “theoretical” friction factor is obtained from
(Eq. (7)) for Re <2300, from (Eq. (8)) for Re > 3100 and from linear
interpolation between the two for the intermediate Reynolds num-
bers. The data points refer to the results of a test performed with a
42% glycol/water mixture, a total flow rate of 1.98 m?/h and a
mean fluid temperature increasing from 30°C to 70 °C during
2.5h.
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This study presents a numerical model to evaluate the flow distribution in a large solar collector field,
with solar collectors connected both in series and in parallel. The boundary conditions of the systems,
such as flow rate, temperature, fluid type and layout of the collector field can be easily changed in the
model. The model was developed in Matlab and the calculated pressure drop and flow distribution were
compared with measurements from a solar collector field. A good agreement between model and mea-
surements was found. The model was then used to study the flow distribution in different conditions.
Balancing valves proved to be an effective way to achieve uniform flow distribution also in conditions dif-
ferent from those for which the valves were regulated. For small solar collector fields with limited num-
ber of collector rows connected in parallel, balancing valves are not strictly necessary if the pressure drop
across the collector rows is much higher than the pressure drop along the longest distribution pipe.
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1. Introduction
1.1. Background

An increasing number of large solar collector fields have been
built in Europe in the last years. The main market for this technol-
ogy has been Denmark, with 77% of the total collector area
installed in European large scale solar heating plants at the end
of 2015 (Mauthner et al., 2016). This development has been driven
by some specific factors, such as high taxation on fossil fuels and
widespread use of district heating (DH), to which large collector
areas can be connected (Furbo et al., 2015). At the end of 2015,
Denmark had more than 800,000 m? of solar collector fields, and
more plants are expected to be installed in the next years
(Fig. 1). Also the size of the collector fields has been increasing.
In 2015 the current largest collector field was installed in Vojens,
with a collector area of 70,000 m? (Mauthner et al., 2016). In
2016 a 150,000 m? collector field is expected to be completed in
Silkeborg (EnergySupply, 2016).

The larger the solar collector field and the number of collector
rows, the higher the risk of non-uniform flow distribution from
one row to another and decreased thermal performance. In fact,
identical collector rows supplied with different flow rates reach
different outlet temperatures. Mixing flows at different

* Corresponding author.
E-mail address: febav@byg.dtu.dk (F. Bava).

http://dx.doi.org/10.1016/j.solener.2016.12.029
0038-092X/© 2016 Elsevier Ltd. All rights reserved.

temperatures causes a lower temperature rise across the collector
field compared to the case with uniform flow distribution and
identical outlet temperatures. If different rows have a different
number of collectors (and different aperture areas), these should
be supplied by different flow rates, proportional to the collector
row area, resulting in the same outlet temperature for all rows.

1.2. Literature review

Flow distribution in solar thermal systems has been the topic of
many investigations, both at collector level and array level. The
negative effect of the flow maldistribution on the thermal perfor-
mance of a single collector with parallel channels was investigated
by Chiou (1982). He presents a method to determine how much
the collector efficiency is penalized by the flow maldistribution.
Wang and Wu (1990) developed a numerical model to predict
the flow distribution in collector arrays with vertical pipes, both
in U-type and Z-type configuration. Compared to the Z-type config-
uration, the U-type presents a higher maldistribution, with the
flow rates in the absorber pipes decreasing monotonically with
the distance from the array inlet. The same trend is found by
Jones and Lior (1994), who considered a single collector with ver-
tical pipes, instead of an entire array. Weitbrecht et al. (2002) pre-
sent both an experimental and analytical study on the flow
distribution in a Z-type collector in isothermal conditions, verify-
ing the results from Wang and Wu (1990) and Jones and Lior
(1994). They conclude that a more uniform flow distribution is
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Fig. 1. Historical development of solar collector fields for DH applications in Denmark: installed collector area and number of operating (orange) and upcoming (blue) plants

at the end of 2015 (Trier, 2016).

achieved when the pressure losses in the absorber pipes are much
higher than in the manifolds. Fan et al. (2007) studied the flow and
temperature distribution in a solar collector for large collector
fields applications. Calculations with a CFD model and experimen-
tal measurements are compared. The authors conclude that the
flow distribution is determined by friction (and hence buoyancy
can be neglected), if the velocity in the collector pipes is high com-
pared to the temperature rise across the collector. Bava and Furbo
(2016) propose a numerical model to evaluate the pressure drop
and flow distribution in a collector with horizontal U-connected
pipes. Based on the findings of Fan et al. (2007), the authors argue
that in large collector fields for DH applications the relation
between the fluid velocity in the absorber pipes and the tempera-
ture rise across the collector is such that buoyancy can be
neglected. The model was validated against measurements carried
out on a collector for solar assisted DH plants.

Uniform flow distribution is of great importance also for the
efficient operation of the entire collector field, but it is often over-
looked (Dorantes et al., 2014). Ideally, the layout of a collector
array should keep the pipe lengths as short and the flow distribu-
tion as uniform as possible. Shorter pipe lengths entail lower mate-
rial and installation costs, lower thermal losses from the
distribution lines, reduced pressure drop and consequently lower
pumping power. Since reduction in pipe length and uniform flow
distribution cannot be optimized simultaneously, a compromise
between the two needs to be found. Rohde and Knoll (1976) inves-
tigate different hydraulic solutions for minimizing the flow mald-
istribution in a collector field of 12 collector rows connected in
parallel. These solutions include various size manifolds, orifices
and balancing valves. The last two are proposed as the best solu-
tions, both in terms of performance and cost. It is noted that a con-
figuration of valve settings maintains the desired flow distribution
only at a certain flow rate. Finally, laminar flow produces less uni-
form flow distribution than turbulent flow. Also Knabl et al. (2014)
present different solutions to achieve uniform flow distribution. A
solution consists of maintaining a constant pipe diameter in the
supply and return pipe. An example is represented by the first large
collector fields built in Sweden, such as Falkenberg (1989) and
Nykvarn II (1991). Another possibility is to adopt a Z-
configuration (or reverse return). Though, both these solutions
entail higher costs due to the additional material. Balancing valves
can be installed in each row, but these increase the investment
cost, installation time and maintenance (in case of defective

valves). Installing pipes with different diameters within each col-
lector row is a cheaper solution, but must be calculated in advance
exactly, as a later adjustment would be very expensive.

1.3. Solar collector fields for DH applications

In Denmark the majority of large collector fields are installed
next to a heating plant supplying a DH network. The inlet temper-
ature to the collector field is determined by the return temperature
from the DH network. Typical return temperatures are in the inter-
val 35-45 °C (Windeleff and Nielsen, 2014). The control strategy of
the collector field aims at reaching a constant outlet temperature,
by continuously regulating the total flow rate based on the solar
irradiance (Heller, 2000). The desired outlet temperature is the
DH supply temperature. Typical supply temperatures are in the
interval 70-85 °C (Windeleff and Nielsen, 2014). The temperature
drop across the heat exchanger should be considered. When suffi-
ciently high temperatures cannot be reached, for example in peri-
ods with low solar irradiance, the additional energy is provided by
an auxiliary energy source.

Most of the Danish collector fields are made of 12-14 m? flat
plate harp collectors (Windeleff and Nielsen, 2014). The diameter
of the supply and return pipes to and from the collectors is pro-
gressively decreased as the fluid is diverted to the collector rows.
A uniform flow distribution across the collector field is achieved
by installing balancing valves at the inlet of each collector row.
Unlike orifices, the setting of these valves can be changed if
needed, so providing a higher flexibility. Additionally, if coupled
with an on/off valve at the row outlet, balancing valves can be used
for maintenance purposes. For example, in case of leakage in a row,
this can be isolated, while the rest of the collector field continues
its normal operation. The setting of the valves is usually chosen
in such a way that the desired flow distribution is achieved in nom-
inal operating conditions, i.e. high solar irradiance, high flow rate,
nominal inlet and outlet temperatures. As found by Rohde and
Knoll (1976), these valve settings provide a perfectly uniform flow
distribution only in a specific operating condition, while deviations
can be expected in other conditions.

Being able to evaluate these deviations is of great interest, as it
allows understanding how the collector field performance is
affected by off-design conditions. Additionally, it is of particular
importance with respect to critical conditions such as incipient
stagnation and anti-freezing mode. A collector row supplied with
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a lower flow rate is more likely to experience stagnation or freez-
ing. This represents a risk for the entire system and penalizes the
overall performance. If one row is not supplied by the proper flow
rate and so reaches too high temperatures, this may trigger an
alarm signal, which interrupts the normal operation of the collec-
tor field with consequent loss of useful energy production. On the
other hand, when the system switches to anti-freezing mode, the
solar collector fluid (usually 30-40% propylene glycol/water mix-
ture (Windeleff and Nielsen, 2014)) is circulated across the collec-
tor field. Rows supplied with lower flow rates are more likely to
incur into freezing in case of extended cold periods.

The aim of this study was to develop a numerical model for cal-
culating the flow distribution across a large collector field. The reli-
ability of the model was verified by comparing its results against
experimental measurements. Different scenarios were treated to
analyze how different operating conditions, layouts and design
choices can affect the flow distribution. The Matlab source code
of the model is publicly available online (Bava, 2016) and can be
edited to treat different configurations.

2. Material and method
2.1. Numerical model

2.1.1. Pressure drop correlations

To evaluate the flow distribution in a parallel hydraulic system,
the relation between flow rate and pressure drop across each com-
ponent needs to be known. In a parallel hydraulic system, the fluid
flow distributes so that the pressure drop along each hydraulic
path is the same. Consequently, hydraulic paths characterized by
higher hydraulic resistance will receive lower flow rates. As the
relation between pressure drop and fluid velocity is neither gener-
ally linear nor constant, the flow distribution across a parallel sys-
tem changes depending on the total flow rate. Also variations of
the fluid viscosity and density can affect the flow distribution.

In a solar collector field it is possible to distinguish three main
types of hydraulic components: solar collectors, pipes (distribution
pipes and row inlet/outlet) and fittings (bends, tee junctions,
valves, etc.).

The pressure drop characteristic of a solar collector can be dif-
ficult to find in technical datasheets, as it is not compulsory for
the manufacturer to provide (ISO, 2014). Even if provided, this rela-
tion is usually given for a specific fluid and temperature. So, care
should be taken when using other fluids and/or temperatures.

In this study the collector pressure drop was calculated using
the model proposed by Bava and Furbo (2016). The modeled collec-
tor was a HTHEATStore 35/08 from the company Arcon-Sunmark
A/S (SP, 2015). This is a flat plate harp collector with U-type config-
uration and an aperture area of 12.60 m?. Its 18 absorber pipes are
5.80 m long, have an inner diameter of 7.3 mm and an intermedi-
ate spacing of 122 mm. The manifolds have an inner diameter of
32.9 mm. The calculated pressure drop is shown in Fig. 2 as func-
tion of temperature and flow rate for a 35% propylene glycol/water
mixture. The thermophysical properties of the fluid were evaluated
through (Eq. (8)) and (Eq. (9)).

The friction loss along a straight pipe of constant cross section
can be calculated by the Darcy-Weisbach equation:

L opw?

Ap=ip- - 1)

where
Ap is the pressure drop [Pa],

A is the Darcy friction factor [-],
l is the pipe length [m],

Dy, is the pipe hydraulic diameter, which equals the inner diam-
eter for a full flow circular pipe [m],
p is the density of the fluid [kg m~3],
w is the mean fluid velocity [m s~!].

In case of Reynolds numbers (Re) lower than 2300, laminar flow
regime was assumed (Holman, 2002) and the Darcy friction factor
was calculated through the Hagen-Poiseuille law (Eq. (2)):

)= 64/Re @)

For Re > 4000, the flow was assumed turbulent (Holman, 2002) and
the friction factor was calculated through the Haaland (1983) corre-
lation for rough pipes (Eq. (3)), as the distribution pipes were made
of steel with roughness ¢ =10"*m (Li and Svendsen, 2013).
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where ¢ is the absolute surface roughness of the pipe inner surface
[m].

The Haaland correlation is an explicit, and hence faster to solve,
formulation of the Colebrook (1939) equation. Beside the men-
tioned correlations, other correlations were implemented in the
model, such as those proposed by Colebrook (1939) for turbulent
flow in rough pipes, by Blasius (1913) for turbulent flow in smooth
pipes and by Joseph and Yang (2010) for any flow regime in
smooth pipes.

Following the example of Jones and Lior (1994), the friction fac-
tor in the transition region (2300 < Re < 4000) was calculated by
linear interpolation between the value obtained from (Eq. (2)) for
Re = 2300 and that obtained from (Eq. (3)) for Re = 4000.

Regarding local losses in fittings, such as bends, tee junctions,
and changes of flow section area, correlations from Idelchik
(1994) were used. Regarding balancing valves, the relation
between flow rate and pressure drop is usually provided by the
manufacturer in terms of flow factor K, (Eq. (4)):

K,=V f 4)
10°Ap

where

Vis the fluid flow rate [m3 h™1],
SG is the fluid specific gravity [-].

The K, values are given as function of the valve setting and refer
to water and fluids with similar viscosity. Deviations from the
nominal K, value are expected for other types of fluid and at flow
rates significantly smaller than the valve nominal flow rate (IMI
Hydronic, 2015a). In these cases, corrections need to be applied.
In this study, valves from IMI-Hydronic were used and their K, val-
ues in different operating conditions were estimated though the
software HySelect (IMI Hydronic, 2014).

2.1.2. Fluid properties

Usually propylene glycol/water mixtures are used as solar col-
lector fluid in solar collector fields. For the relevant thermophysical
properties of these mixtures, the following correlations were
implemented in the model (Conde, 2011).

p =508.4 — 0.1824x + 965.8T" + 0.2803xT" —472.2 - (T')>  (5)
¢, = 4476 + 608.6 — 715.0T° — 1939xT" + 478.7 - (T*)? (6)

Ing = —1.028 —0.1003x — 19.94T" + 0.1464xT" + 14.6205 - (T")?
(7)
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Fig. 2. Pressure drop of a HTHEATSstore 35/08 collector as function of temperature and flow rate for 35% propylene glycol/water mixture.

where

¢p is the specific heat of the fluid [J kg~' K™'],

1 is dynamic viscosity of the fluid [Pa s],

x is the mass concentration of propylene glycol in the mixture
[%],

T is a factor defined as T*=273.15/(T + 273.15), where T is the
fluid temperature [°C].

A large variability of the properties of propylene glycol/water
mixtures was found when comparing different sources in literature
(Conde, 2011; George and Sastry, 2003; Melinder, 2007; Sun and
Teja, 2004; Tsierkezos and Palaiologou, 2009) or product data-
sheets (DOW, 2008; Skovrup, 2005). In fact, different commercial
propylene glycols may contain different amounts and types of
additives to prevent corrosion. Additionally, propylene glycol is
known to suffer acidic degradation and hence change its composi-
tion over time, especially when exposed to high temperatures
(Clifton et al., 1985; Rossiter et al., 1985). For these reasons, when
performing the model validation, a sample of propylene glycol/
water mixture was taken from the specific collector field and its
density and viscosity were experimentally determined. For this
purpose, an Anton Paar DMA 4100 densimeter and an Anton Paar
AMV 200 viscometer were used. The mixture (glycol mass content
of 35%) was tested at temperatures between 20 °C and 80 °C with
an intermediate step of 10 °C. The experimental data points were
then interpolated with the expressions (Eq. (8)) and (Eq. (9)). The
specific heat was not determined, as it was not needed for the
validation.

p =1038.3 —0.4419T — 1.940-107°T 2 (8)

0.18037 %% ifT>38
9)

3 {—1.449~10’8T3+3.066»10’6T2 —2337-107T+7.289-107° ifT<38

2.1.3. Matlab implementation
Using the pressure drop correlations and the fluid properties
described in the previous sections, a numerical model was devel-

oped in Matlab to compute the flow distribution in a solar collector
field. To provide the necessary input data to the model, the layout
of the collector field, pressure drop in the collectors, valves and set-
tings, dimensions of distribution pipes and type of fittings must be
known. Also the fluid type and operating conditions, such as field
flow rate and fluid inlet temperature, need to be inserted. The tem-
perature profile along the collector rows, used to evaluate the fluid
properties, can be estimated in two ways. The first possibility is to
define an outlet temperature, equal for all collector rows, and a lin-
ear temperature profile is assumed along the collector row. For the
second possibility, the collector efficiency coefficients and weather
conditions, such as solar irradiance on the collector plane and
ambient temperature, must be provided instead. The temperature
profile across each collector row is then calculated solving the dif-
ferential equation (Eq. (10)), which assumes steady state
conditions.

. dT
ey 1z = GloKo — @1 - (T — Tamy) — @z - (T - Tamp)? (10)

where

1 is the mass flow rate [kg s'],

A is the gross/aperture collector area [m?],

G is the hemispherical solar irradiance on the collector plane
[Wm™?],

no is the peak efficiency of the solar collector coherent with the
definition of A [-],

K, is the incident angle modifier [-],

a, is the first order heat loss coefficient coherent with the def-
inition of A [Wm™2 K],

a, is the second order heat loss coefficient coherent with the
definition of A [W m2K2],

amb subscript denotes ambient temperature.

The solution of (Eq. (10)) represents the temperature profile
along the collector row and is given by (Eq. (11)):

_d-tan[}(Kd +Ad)] - b

T(A) 2

(11)
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where

a is parameter defined as a = —ay/mc,,
b is parameter defined as b = 2a,Tqmp — a1/mcp,
c is parameter defined as ¢ = GoKy + a1 Tamp — azTﬁmb/mcp,

d is parameter defined as d = V' 4ac — b2,
K is the integration constant, defined based on the inlet temper-

ature boundary condition Ty, [°C] as K =2 tan™! (b*#)

As can be seen from (Eq. (11)), the temperature profile along a
collector row is function of its flow rate, so rows supplied lower
flow rates reach higher temperatures.

Given an initial total flow rate as input, the model assumes that
the flow is uniformly distributed across the collector field. To cal-
culate the true flow distribution, the numerical model solves iter-
atively the set of equations (Eq. (12)), which impose both the
conservation of mass across the collector field (first line in (Eq.
(12))) and the uniformity of pressure drop along the different
hydraulic paths (from second line downward):

1 1 1 1 1 1
kij -ty —kaj- 1y 0 0 0 0

0 ij'mzj 7](3J-m3j 0 0 0

0 0 0 0 kn_1j-mn_1j —knj- g
M1 Mot
[P 0
s | = 0
mN,j+1 0

(12)
where

k is a hydraulic resistance coefficient [kg™! m™'],

1, 2, ..., N subscripts denote the collector row and N is the total
number collector rows,

tot subscript refers to the total flow rate supplied to the solar
collector field,

j subscript denotes the iteration number.

The hydraulic resistance coefficient k; is defined so that the pro-
duct (k; - ?) corresponds to the pressure drop (in Pascal) along the
entire i-th hydraulic path. The value of k; is representative of the
pressure drop along the i-th collector row, which is proportional
to the square of the row flow rate ri;, as well as the pressure drop
across the supply/return pipes segments and tees included in the
i-th hydraulic path, properly normalized to the flow rate ;. In
general, k; is defined by a formulation of the type (Eq. (13)):

i 12
ki —k;+§:]<k;m5;n12*3’> (13)
=

1

where

K [kg~' m~'] is the contribution to the coefficient k; such that
the product (k; - ?) gives the pressure drop in those compo-
nents whose pressure drop is proportional to the square of
the row flow rate, such as collectors, row inlet/outlet, and bal-
ancing valves.

Ky [kg~' m~'] is the contribution to the coefficient k; such that

the product (k; . m§,w) gives the pressure drop in the compo-

nents of the (y-1 — y)-th distribution line segment, such as
supply/return pipe segments and tee junctions,
y—1 — y subscript denotes the supply/return pipe segment
between the (y — 1)-th and y-th collector row.

The system of equations (Eq. (12)) is iteratively solved until the
maximum difference in the collector row flow rates between two
consecutive iterations is lower than 0.1%. Assuming a collector
array with 24 hydraulic paths, such as that used in this study, a
typical calculation is performed in approximately 0.1 s for a com-
puter with quad-core CPU and 2.4 GHz CPU frequency.

The Matlab code of the model is publicly available online (Bava,
2016).

2.2. Description of the solar collector field

2.2.1. Collector field layout

The developed model was based on the layout of the solar col-
lector field near Hgje Taastrup (Denmark). The layout of the collec-
tor field is shown in Fig. 3. The collector field had a collector area of
3024 m? and consisted of two subfields, having 12 collector rows
each. Each row was made up of 10 HTHEATStore 35/08 collectors
(Section 2.1.1) and the row distance was 5.5 m. The collectors
had a tilt angle of 43° and an orientation of 2.5°W. The supply pipes
ran along the outer sides of the collector field (blue lines in Fig. 3).
One return pipe collected the fluid in the middle of the field (red
line in Fig. 3). Pumps, heat exchanger, expansion vessels and con-
trol system were located in the technical building in the north-east
corner of the collector field. Because there was no auxiliary heating
plant nearby, the outlet temperature from the collector field had
always to reach approximately the DH supply temperature. The
collector field was usually operated between an inlet temperature
of 50-55 °C and an outlet temperature of 90-95 °C. The flow rate
ranged between 8 and 50 m*> h™.

The distribution pipes were made of preinsulated steel pipes.
The pipes between the technical building and the collector field,
along which the entire field flow rate flows, had an inner diameter
of 10.7 cm. The diameter progressively decreased as part of the
flow rate was diverted to the collector rows. For each collector
row the supply line had a diverging tee junction which directed
part of the supplied fluid to the collector row through the row inlet.
The row inlet consisted of two preinsulated steel pipes, connected
to each other through a balancing valve. The balancing valves
installed in the collector field were of type STAD20 in rows 1-11
and STAD25 in rows 12-24 (IMI Hydronic, 2015a). In the middle
of the field, the flows coming from each couple of side-by-side
rows merged through a merging tee junction and flowed into the
return pipe through a converging tee junction. Before the merging
tee junction, each row outlet was equipped with a three way ball
valve. This valve, together with the balancing valve at the row inlet,
could be used to isolate a specific row from the rest of the field,
when maintenance was needed.

The heat transfer fluid in the collector field was a 35% propylene
glycol/water mixture (Section 2.1.2).

2.2.2. Measuring equipment

To measure the flow rate in the different collector rows, a differ-
ential pressure sensor TA-SCOPE from IMI Hydronic was used (IMI
Hydronic, 2015b). The balancing valves are equipped with two
measuring points, one before and one after the valve member.
From the measured pressure drop across the valve and the valve
flow factor (Eq. (4)), the flow rate is calculated. The TA-SCOPE
device is also equipped with a temperature sensor, so that, by spec-
ifying the type of fluid, it calculates its density and viscosity and
corrects the flow factor accordingly. The nominal accuracy of the
differential pressure sensor is given by the higher value between
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Fig. 3. Layout of Hgje Taastrup solar collector field. Blue and red lines represent supply and return pipes respectively (adapted from Arcon-Sunmark A/S). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Uncertainty on the measured flow rate across a STAD valve as function of the
valve setting (IMI Hydronic, 2015a).

0.1 kPa and 1% of the measured value. However, when using the
TA-SCOPE sensor to evaluate the flow rate across a STAD valve,
the accuracy is worse. Fig. 4 shows the expected uncertainty as
function of the valve setting. As the uncertainty increases sharply
at low valve settings, it is generally advised to use a setting higher
than two. This rule of thumb was respected in Hgje Taastrup col-
lector field, where the lowest valve setting was 2.2.

A first series of measurements on the field flow distribution
showed that the difference in the row flow rates was lower than
the uncertainty of the measurement method. A validation of the
model in these conditions would not have been completely deci-
sive, as the error band of the measured points would be larger than
the differences in flow rate that the model is meant to predict. Con-
sequently, a second series of measurements was carried out. This
time the setting of the first 10 balancing valves in the eastern sub-
field were modified, so to induce a stronger flow maldistribution,
which could be more easily detected.

As the total field flow rate was expected to be the most impor-
tant parameter affecting the flow distribution, three different flow

rates were tested: a high flow rate of approximately 50 m>h~’,
which is the highest flow rate supplied to the field in full load con-
ditions; a low flow rate of 14 m>h~!, which was regarded as the
lowest flow rate still able to cause a pressure drop across the valves
high enough to make the measurement meaningful; and an inter-
mediate flow rate of 30 m> h~'. As measuring the flow rate in all
the rows took approximately 30-40 min, it was important that
the operating conditions of the collector field were kept as con-
stant as possible during this procedure. Hence, the measurements
were performed during a cloudy day, to avoid significant tempera-
ture variations, and the pump was run at constant speed. The rel-
evant operating conditions during the tests are listed in Table 1.

The volume flow rate to the collector field was measured by an
electromagnetic flow meter with an accuracy of 0.5%. The fluid
temperature was measured by RTD temperature sensors with
accuracy of 0.25 °C. The temperature was monitored at the begin-
ning of the supply pipe and at the end of the return pipe, as well as
at the inlet and outlet of four collector rows. The pressure in the
system was measured by piezoresistive pressure sensor with max-
imum accuracy of 0.5%. In the solar collector loop there were three
of these sensors: one after the pump, one right before the heat
exchanger and one after the heat exchanger. The first and the
second sensor could hence be used to evaluate the pressure drop
across the collector field.

The instantaneous values of the monitored data were recorded
once per minute.

Table 1
Operating conditions while measuring the field flow distribution in Hgje Taastrup
solar collector field.

Test 1 Test 2 Test 3
Duration [min] 29 32 38
Field flow rate [m* h™!] 50.3+0.3% 304 +0.3% 14.1£0.6%
Inlet temperature [°C] 450+1.2 46.7+1.2 50.0+£0.5
Outlet temperature [°C] 451+1.2 475+13 50.5+0.6
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2.3. Investigated scenarios

Using the developed model, the field flow distribution was eval-
uated in different scenarios:

e Case 1. The operating conditions used for the simulation were
similar to those actually used in Hgje Taastrup collector field.
The inlet temperature was 55 °C and the solar irradiance on
the collector plane was varied with the total flow rate in such
a way that the outlet temperature was approximately 95 °C
(see (Eq. (11))). A 35% propylene glycol/water mixture was
assumed as collector fluid (Egs. (5)-(7)). The same settings of
the balancing valves as used in Hgje Taastrup in case of normal
operation were assumed in the model.

Case 2. The effect of a fluid temperature close to the freezing
point was investigated. In case of very cold temperatures, the
solar collector fluid is circulated in the collector loop to prevent
freezing. Collector rows supplied with lower flow rates are more
likely to freeze in case of extended cold periods. As the viscosity
of propylene glycol/water mixtures is strongly dependent on
the temperature, it is important to verify that also in these con-
ditions all collector rows receive a sufficient flow. According to
DOW (2008), the freezing point of a 35% propylene glycol/water
mixture should is —16 °C. Consequently, a slightly higher fluid
temperature of —13 °C was assumed in the model simulations.
Case 3. The operating conditions were the same as in case 1, but
no balancing valves were installed. A method for achieving good
flow distribution without balancing valves consists in keeping
constant the diameters of the supply and return pipes through-
out their length. This approach was for example used in the first
large collector fields built in Sweden (Section 1.2).

This case was divided in two subcases. Subcase 3.1 used the
same distribution pipes as in case 1, so the pipe diameter chan-
ged along the pipe length. In subcase 3.2 constant diameters in
supply and return pipes were assumed, more specifically
8.25 cm for the supply pipe and 10.7 cm for the return pipe.
Additionally, to avoid unbalance between the two subfields,
the technical building was assumed to be located right above
where row 1 and 13 face each other (see Fig. 3).

Case 4. The number and the composition of the collector rows
were the same as in the previous cases, but the rows were
now all connected in parallel. The resulting layout is shown in
Fig. 5. Three different subcases were investigated. In subcases
4.1 and 4.2 the diameter of the supply and return pipes was pro-
gressively decreased as more fluid was diverted. The diameters
of the pipes were chosen from commercially available preinsu-
lated pipes (Logstor, 2005) and in such a way that the highest
fluid velocity was lower than 1.65 m/s. The difference between
the two subcases was that in subcase 4.1 balancing valves were
regulated to obtain a more uniform flow distribution at the flow
rate of 50 m> h™'. In subcase 4.2 no valves were used. Finally, in
subcase 4.3 the diameter of the distribution pipes was kept con-
stant and equal to 10.7 cm, i.e. the largest pipe diameter used in
subcases 4.1 and 4.2. The operating conditions were the same as
in case 1.

3. Results
3.1. Validation of the model

3.1.1. Pressure drop across the collector field

The comparison between the measured and calculated pressure
drops as function of the flow rate is shown in Fig. 6. The measured
data are from the period June 10th-July 8th 2015. To reduce the
scatter of the data caused by transient periods with fast variation
of the field flow rate, only the data points where the flow rate dif-
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Fig. 5. Layout of the collector field in case 4 (adapted from Arcon-Sunmark A/S).
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Fig. 6. Comparison between measured and modeled pressure drop across Hgje
Taastrup collector field as function of the field flow rate.

fered less than 10% from the previous recorded value are shown. In
Fig. 6 the data points referring to the period 1°*-2nd July are high-
lighted. These days presented clear sky conditions. Due to the con-
trol strategy (Section 1.3), the flow rate varied smoothly following
the solar irradiance. The inlet and outlet temperature were fairly
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constant throughout the day and equal to 56 °C and 95 °C respec-
tively. These boundary conditions were used as input for the model
to calculate the pressure drop across the collector field (continuous
curve in Fig. 6).

At null flow the measured pressure difference was approxi-
mately 13 = 1 kPa. This was because the two manometers (see Sec-
tion 2.2.2) had an elevation difference of 1.36 m, which caused
different hydrostatic pressures. Apart from this offset, the typical
quadratic relation between pressure drop and flow rate was
observed, as the measured points are approximately aligned along
a parabolic trajectory.

The pressure drop curve calculated by the model fits the mea-
sured data accurately. The coefficient of determination R?> between
the measured data and the model is 0.97, if the entire data set is
used, and 0.98, if only data from the period 1st-2nd July are used.

3.1.2. Flow distribution
The flow distribution was expressed in terms of dimensionless
flow rate in the collector rows, defined as:

74 :L (14)

i N
5L
i1
where

Vi is the dimensionless flow rate in the i-th collector row [-],
V; is the volume flow rate in the i-th collector row [m®>h™1],
N is the number of collector rows [-].

Figs. 7-9 show the measured and modeled flow distribution in
terms of dimensionless flow rate for field flow rates of 50, 30 and
14 m>® h™. The shown error bars are based on the information con-
tained in Fig. 4.

The difference in flow distribution between the eastern subfield
(rows 1-12) and the western subfield (rows 13-24) is easily recog-
nized. In the eastern subfield the valve settings were changed so to
introduce a stronger maldistribution than in normal operation. The
settings of the first 10 valves were modified, so to cause a decreas-
ing flow rate profile. In the western subfield the valve settings were
not changed, so the flow distribution was much more uniform.

To evaluate the accuracy of the model, the root-mean-square
deviation (RMSD) is introduced (Eq. (15)).

—&— Measurements
—&— Model

Dimensionless flow rate, V' [-]

——e—— Measurements
—&— Model

Dimensionless flow rate, V' [-]

9101112131415161718192021222324
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Y L T S T S
1234567

Fig. 8. Comparison between measured and modeled flow distribution for a field
flow rate of 30 m>h~".
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Dimensionless flow rate, V' [-]
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Fig. 9. Comparison between measured and modeled flow distribution for a field
flow rate of 14 m>h~".

RMSD = (15)

where

z is the measured value of the investigated parameter,
Z is the estimator of the investigated parameter.

To make the different RMSDs immediately comparable irre-
spective of the field flow rate, the RMSDs were evaluated using
the dimensionless flow rate V' (Eq. (14)). Table 2 lists the RMSDs

Table 2
RMSD and maximum deviation between measured and modeled flow distributions in
terms of dimensionless flow rates.

1234567 89I101112131415161718192021222324

Collector row

Fig. 7. Comparison between measured and modeled flow distribution for a field
flow rate of 50 m>h~1.

Test 1 Test 2 Test 3
Field flow rate [m* h™!] 50.3 30.4 14.1
RMSD (V') 0.022 0.027 0.020
Max. deviation (row number) 4.2% (3) 5.9% (3) 4.4% (24)
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and the maximum relative difference for the three flow distribu-
tion tests.

An overall good agreement between measurements and model
was found, with the RMSD ranging between 0.020 and 0.027. The
highest deviations were between 4.2% and 5.9% depending on the
tested flow rate. It is also noted that at the lowest flow rate of
14m>3h~! the measured flow distribution is less uniform that in
the other two cases. Especially the very first rows received higher
fractions of the total flow rate, with dimensionless flow rates up to
1.20. Conversely, in the other two tests, this value did not exceed
1.15.

3.2. Investigated scenarios

3.2.1. Case 1: normal operating conditions

The calculated flow distribution in case 1 is shown in Fig. 10 for
different field flow rates.

In the simulated scenarios the RMSD was used as main param-
eter to evaluate the degree of maldistribution. Unlike in the model
validation, the term of comparison was now the uniform distribu-
tion profile (z=1 in Eq. (15)).

It can be noted that the higher the flow rate, the more uniform
the flow distribution. At flow rates equal to or higher than
30m>h~! the RMSD was approximately constant and equal to
0.015. At lower flow rates this value increased up to 0.025 for a
flow rate of 8 m3h~'. The highest deviation from the ideal flow
rate was lower than 6%, and the maximum difference between
highest and lowest row flow rates was within 8%.

For the different flow rates, the pressure drop across the field
was in agreement with Fig. 6.

3.2.2. Case 2: temperature close to freezing point

Fig. 11 shows the model results in case 2, which differs from
case 1 only in the fluid temperature, now assumed constant and
equal to —13 °C.

Despite the much higher viscosity of the glycol/water mixture
at low temperature, the flow distribution was very uniform. The
maximum deviation of row flow rate from the perfectly uniform
case was 3.5%. Unlike case 1, higher flow rates did not necessarily
entail a more uniform flow distribution. In fact, the value of RMSD
varied from a minimum of 0.005 at 20 m>* h~' to a maximum of
0.018 at 50m*h~ .
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Fig. 10. Modeled flow distributions in Hgje Taastrup solar collector field for
different field flow rates, assuming normal operating conditions (case 1).
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Fig. 11. Modeled flow distributions in Hgje Taastrup solar collector field for
different field flow rates in case of low temperature (case 2).
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Fig. 12. Modeled flow distributions for different field flow rates in subcase 3.1.

3.2.3. Case 3: no balancing valves

In subcase 3.1 only the balancing valves were removed, while
the layout and the dimensions of the distribution pipes were main-
tained as in case 1. The resulting flow distributions are presented
in Fig. 12. Given the longer pipe length from the pump to the west-
ern subfield, this solution caused this subfield to be supplied with a
much lower flow rate (12-14% lower compared to the eastern sub-
field depending on the field flow rate). Within the same subfield
the relative difference between the lowest and the highest collec-
tor row flow rate was 6-8% depending on the field flow rate. The
RMSDs in this case were much higher, ranging between 0.068
and 0.082.

In subcase 3.2 the diameters of the supply and return pipes
were maintained constant and each of them equal to the largest
installed diameter (8.25 cm for the supply pipe and 10.7 cm for
the return pipe). Given the symmetry of the resulting field layout,
the flow distribution was identical in both subfields. Hence, Fig. 13
shows the flow distribution only for the eastern subfield. Due to
the constant pipe diameters, the relative difference between the
lowest and the highest collector row flow rate was 5-6% depending
on the field flow rate, so slightly better than in subcase 3.1.

Without balancing valves and due to the larger pipe diameters,
the pressure drop across the collector field was approximately
20-25% smaller compared to case 1. However, as the connection
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Fig. 13. Modeled flow distributions for different field flow rates in subcase 3.2.

to the DH network is located in the north-east corner of the field,
the additional 2 x 65 m pipes to carry the fluid to this point would
result in a reduction of 10% only.

3.2.4. Case 4: different field layout: 24 rows in parallel

Looking at Fig. 13 it may be thought that balancing valves are
not strictly necessary to reach a good flow distribution. For this
reason, a different collector field layout (Fig. 5) was investigated
to verify whether this could be generalized. Fig. 14 presents the
flow distributions in subcase 4.1 with balancing valves, subcase
4.2 without balancing valves and subcase 4.3 without balancing
valves and constant distribution pipe diameter. For each subcase
the two flow rates, which gave the most and least uniform distri-
bution, are shown.

It can be noted that only subcase 4.1, which makes use of bal-
ancing valves, gave a uniform flow distribution. As expected the
better distribution was found for the flow rate of 50m>h™!
(RMSD = 3.5 - 10~3), at which the balancing valves were regulated.
In this case the flow rate in each row never differed more than 1%
from the perfectly uniform distribution. This deviation increased at
lower flow rates and at 8 m® h~' it was within 2%, while the RMSD
was 0.01.

—6— Case 4.1: 8m'/h

r
I 3,

1.1 |. T Case 4.1: 5nn\1 h
Case 4.2:8m'/h

Case 4.2: 20m’/h
1.05 g Case 4.3:8m'/h

Case 4.3: 20 m*/h
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Dimensionless flow rate, V' [-]
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Collector row

Fig. 14. Modeled flow distribution in the different subcases of case 4. Case 4.1 with
balancing valves; Case 4.2 without balancing valves and decreasing diameter of the
distribution pipes; Case 4.3 without balancing valves and constant diameter of the
distribution pipes and equal to the larger pipe diameter of Case 4.2.

Removing the balancing valves while decreasing the distribu-
tion pipe diameter with the flow rate (subcase 4.2) gave the high-
est maldistribution, with deviations up to 13% compared to
perfectly uniform distribution. Comparing the highest and the low-
est row flow rate, the former was about 30% higher than the latter.
The RMSD was 0.086 at 8 m®> h~! and 0.073 at 20 m® h~!. Maintain-
ing constant diameter along the entire length of the distribution
pipes (subcase 4.3) improved the flow distribution compared to
subcase 4.2, and the highest row flow rate was 12% higher than
the lowest row flow rate. The RMSDs decreased to 0.036 and
0.030 at 8 and 20 m> h™!, but were still considerably higher than
in case 4.1.

4. Discussion
4.1. Validation of the model

From Figs. 7-9 and Table 2, an overall good agreement between
modeled results and measurements can be noted, with the RMSD
ranging between 0.020 and 0.027.

In the eastern subfield the measured and modeled flow distri-
bution profiles presented the same trend, with the only exception
represented by the third row. In fact, this collector row was char-
acterized by the highest deviation between measured and modeled
flow rate in both test 1 and 2 (Table 2). For this row the measured
flow rate was significantly lower than the flow rate in the neigh-
boring rows in all the three tests. This was most likely due to some
additional flow resistance in this collector row, maybe due to some
obstruction or dirt clog. In fact, also the original setting of its bal-
ancing valve was larger (and hence the valve more open) than
the valve settings of neighboring rows and had the same value as
the valve in the 11th collector row, significantly farther away. This
means that, already when balancing the flow at the start-up phase
of the collector field, it was noted that, in order for the third row to
receive the design flow rate, its valve had to be opened more than
expected. It is not reasonable to assume that this difference was
caused by an inaccurate correlation for its tee junction used by
the model. In fact, being the two subfields symmetric, a similar
behavior should appear in the corresponding collector row (the
15th) in the western subfield.

At the lowest flow rate, row 24 had the highest deviation
between measurement and model (Table 2). In this case the accu-
racy of the differential pressure sensor might play a significant
role. Given the low flow rate and the completely open balancing
valve, the pressure drop across the valve was very low (0.5 kPa).
As the accuracy of the TA-SCOPE sensor is 0.1 kPa (Section 2.2.2),
the measurement error can be higher than that shown in Fig. 4.

4.2. Investigated scenarios

Comparing the scenario in normal operating conditions (Fig. 10)
with the validation results (Figs. 7-9), it can be seen that the cor-
rect setting of the balancing valves significantly improved the flow
distribution.

The most uniform flow distribution occurred at the highest flow
rate of 50 m® h~. This was expected, as the balancing valves were
set to give a uniform distribution at the nominal field flow rate, i.e.
the highest flow rate the collector field operates at. This was about
55m>h~! in Hoje Taastrup collector field.

As the relation between flow rate and pressure drop varies dif-
ferently for the different components in the collector loop, a higher
maldistribution is likely to occur when the field flow rate increas-
ingly deviates from the nominal one. Despite this, the balancing
valves resulted in a good flow distribution in all simulated condi-
tions. The highest relative difference between row flow rate and
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its ideal value was always well within 10%, which is considered the
maximum acceptable deviation according to the German standard
VDI (2004).

A good flow distribution was found also in case 2 (Fig. 11) with
low fluid temperature. A variation in flow distribution could have
been expected, due to strong temperature dependence of the kine-
matic viscosity of the glycol/water mixture. In fact, this increased
approximately 20 times when the mixture temperature decreased
from 75 °C to —13 °C. Despite the very strong variation, all compo-
nents in the circuit experienced this low viscosity, so the flow dis-
tribution was not significantly affected.

The effect of removing the balancing valves was investigated in
case 3.1 (Fig. 12). There was a significant flow unbalance between
the two subfields, because the supply pipe to the western subfield
was 122 m longer compared to the eastern subfield. If a collector
field with the same layout as in Hgje Taastrup was designed with-
out balancing valves, the distribution pipes should be symmetrical
to avoid unbalance between the two subfields (case 3.2). This sce-
nario was inspired by the first collector fields built in Sweden, such
as Falkenberg and Nykvarn Il. These plants were built connecting
in parallel collector rows of 10 collectors each. The collectors had
a U-type harp design, very similar to a HTHEATstore 35/08. Both
plants were relatively small (5500 m? in Falkenberg and 3500 m?
in Nykvarn II) and could achieve a uniform flow distribution with-
out balancing valves, due to the regular layout and constant pipe
diameter. Similarly, case 3.2 presented an acceptable flow distribu-
tion, as shown in Fig. 13. This was possible due to the relatively
small area of the collector field (3024 m?) and the limited number
of rows connected in parallel (12 in each subfield). In this configu-
ration the pressure drop across the collector row played the most
significant role, representing 85-88% of the entire pressure drop
along the hydraulic path for the first row and 76-81% for the last
one. The required head of the pump in case 3.2 was 10% lower than
in case 1.

However, collector fields having more collector rows connected
directly in parallel are less likely to achieve uniform flow distribu-
tion (case 4.2 and 4.3), unless balancing valves are installed (case
4.1). Maintaining a large and constant diameter for the entire
length of the distribution pipes help reduce the maldistribution
(case 4.3), but this solution entails higher cost and heat losses
due to the increased pipe size.

Comparing the results of simulations with different layouts, it
was found that in absence of balancing valves the rule of thumb
(Eq. (16)) is generally valid, if the flow regime both in the distribu-
tion pipes and in the collectors is turbulent.

max(Vi) - min(Vy) _ ADaistr pipe

max(V; Ao (16)
where
max(V;) is the highest volume flow rate in a collector row
[m*h1),
min(V;) is the lowest volume flow rate in a collector row
[m*h™1),

Apuistrpipe 1S the pressure drop along the longest distribution
pipe supplying a collector row [Pa],

Aprow is the pressure drop across a collector row supplied by the
average flow rate [Pa],

For example, in order for the highest and the lowest row flow
rate to differ less than 10%, the pressure drop along the longest
supply and return pipes should be lower than 20% of the pressure
drop across the average collector row. Fig. 15 represents (Eq. (16))
and shows the investigated scenarios 3.2, 4.2 and 4.3 along with
other selected cases, to make the data set more complete.
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Fig. 15. Maximum deviation in row flow rate as function of the ratio between the
pressure drop along the longest distribution line and the average pressure drop in a
collector row.

4.3. Effect of the flow regime on the flow distribution

From Figs. 12 and 13 it can be noted that, in absence of balanc-
ing valves, higher flow rates did not necessarily entail a more uni-
form flow distribution. Fig. 13 shows that the lowest flow rate had
the highest maldistribution. Increasing the flow rate up to
20m> h™! gave a more uniform flow distribution, while for even
higher flow rates this became less uniform. To analyze this trend
in more detail, Fig. 16 shows the RMSD as function of both flow
rate and average Re in the absorber pipes of the collectors. The dia-
gram was based on the same collector field layout and operating
conditions as in case 3.2, with the only difference of the fluid tem-
perature, assumed constant and equal to 55 °C. This allowed hav-
ing the same Re in all the collectors of the same row and
simplified the analysis.

At low flow rates (V<20 m*® h™1), the flow regime in the collec-
tors was still laminar while that in the distribution pipes was
mainly turbulent with the exception of the very last pipe segments.
In these conditions, a higher field flow rate increased the flow
maldistribution. In fact, the increase in pressure drop in the
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Fig. 16. Profile of the RMSD of the dimensionless flow rate V' as function of the field
flow rate and average Reynolds number in the collector absorber pipes.
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distribution pipes (approximately quadratic with the flow rate in
turbulent regime) was sharper than that in the collector rows
(approximately linear in laminar regime). At higher flow rates
(V=20-30m>h~"), the regime in the collector absorber pipes
became progressively transitional. Given the assumption of linear
interpolation made in the transition region (Section 2.1.1), the
pressure drop was proportional to the cube of the fluid velocity,
so the flow distribution improved rapidly and the RMSD decreased
to its minimum. Finally, when the field flow rate was high enough
to cause turbulent regime in all components (V > 35m>h™'), the
flow distribution became slightly less uniform and almost inde-
pendent of the flow rate.

5. Conclusions

A model for estimating the flow distribution in a solar collector
field was developed. The model results were compared against
measurements, both in terms of pressure drop and flow distribu-
tion across a collector field. Good agreement was found.

By using the model, different scenarios were investigated.
Installing balancing valves in each collector row proved to be a reli-
able way to guarantee uniform flow distribution. Although the
valves were set in nominal conditions, the deviations occurring
at different conditions were still within the generally accepted
range of +10%.

Relatively small fields with few collector rows and regular lay-
out can also achieve good flow distribution without balancing
valves. Keeping a constant and large pipe diameter along the entire
distribution line favors a uniform distribution and decreases the
pressure drop across the collector field. The final solution should
be selected based on economic considerations, taking into account
the cost of the pipes and valves, increased heat losses and
decreased pressure drop.

For very large collector fields with a high number of rows, bal-
ancing valves seems to be the most reliable solution to achieve
good flow distribution.
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Abstract

A numerical model to evaluate the flow distribution in a large solar collector field was developed in Matlab
and is presented in this study. Model and measurements from a solar collector field were compared and a
good agreement was found. The model was then used to study the flow distribution in different array layouts.
Balancing valves proved to be an effective way to achieve uniform flow distribution also in conditions
different from those for which the valves were regulated, as well as in case of irregular layouts with different
compositions of the collector rows. A Tichelmann connection gave a uniform flow distribution, especially if
the distribution pipe diameter is reduced so to give a constant pressure drop gradient. The reduction in power
output from the collector field was approximately proportional to the square of the root-mean-square
deviation of the flow distribution, but was generally small, at least under the considered assumptions.

Keywords: solar collector, solar collector field, flow balancing, flow distribution, parallel connection.

1. Introduction

1.1. Background

An increasing number of large scale solar collector fields have been built in Europe in the last years. Of the
total collector area installed at the end of 2014, 77% was located in Denmark (Mauthner et al., 2016). The
development in this country has been driven by specific factors, such as high taxation on fossil fuels and
widespread use of district heating (DH), to which large collector areas can be connected (Furbo et al., 2015).
More than 800,000 m” of collector fields were installed in Denmark at the end of 2015 and this number is
expected to grow in the next future (Mauthner et al., 2016). Also the size of the collector fields has been
increasing. The current largest field in Vojens has a collector area of 70,000 m? (Mauthner et al., 2016), but
by the end of 2016 a 150,000 m* collector field should be completed in Silkeborg (EnergySupply, 2016).

The larger the collector fields and the higher the number of collector rows, the larger the risk of non-uniform
flow distribution. Non-uniform flow distribution cause non-uniform temperature distribution across the
collector field, so decreasing the thermal performance. The negative effect of flow maldistribution on the
thermal performance was investigated by Chiou (1982), who treated this effect in a single collector with
parallel channels. He presents a method to determine how much the collector efficiency is penalized by the
flow maldistribution. Defined a flow nonuniformity parameter as the root mean square deviation of the
channels flow rates, he concludes that the deterioration of the collector efficiency is proportional to the 1.8™-
1.9™ power of such parameter. Wang and Wu (1990) presented a model to calculate the flow distribution in
collector arrays with vertical pipes, both in U- and Z-configuration. The U-configuration presents a higher
maldistribution than the Z-configuration. Fan et al. (2007) investigated through CFD calculations the flow
and temperature distribution in a large collector for solar assisted DH plants. Model results and
measurements are compared. The authors conclude that the flow distribution is driven by friction (and so
buoyancy can be neglected), if the velocity in the collector pipes is high compared to the temperature rise
across the collector. Bava and Furbo (2015) propose a numerical model to calculate the pressure drop and
flow distribution in a U-type harp collector. Based on the conclusions of Fan et al. (2007), the authors argue
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that in large collector fields for DH applications the relation between the fluid velocity in the absorber pipes
and the temperature rise in the collector is such that buoyancy can be neglected. The model was compared
against measurements carried out on a collector for solar assisted DH plants and good agreement was found.

Ideally, the layout of a collector array should be with short pipe lengths and uniform flow distribution.
Though, it is not possible to optimize both these aspects simultaneously, so a compromise must be found.
Rohde and Knoll (1976) analyzed different options to minimize the flow maldistribution in a collector field
of 12 rows connected in parallel. The options included various size manifolds, manifold area changes,
different locations of the inlets and exits to the manifolds, orifices and balancing valves. The last two are
presented as the best solutions, both in terms of performance and cost. It is observed that a specific
configuration of valve settings maintains the desired flow distribution only at a specific total flow rate. The
topic of flow distribution in collector fields is also treated by Knabl et al. (2014). Maintaining a constant and
large diameter in the distribution pipes or adopting a Tichelmann configuration (Fig. 6.b) improves the flow
distribution. However, both options have higher costs due to the longer/larger pipes. Balancing valves are
another possibility, but these increase the cost, installation time and maintenance (in case of defective
valves). A cheaper solution is to install differently sized pipes in the collector rows, but the hydraulic design
must be calculated in advance and very precisely, as a later adjustment would be very expensive.

In Danish solar collector fields, the pipe diameter of the distribution pipes is progressively reduced, as fluid
is diverted to the collector rows. Balancing valves are then installed in each row to obtain a uniform flow
distribution. These are regulated to achieve the desired flow distribution in full-load conditions (high flow
rate, high solar radiation, nominal inlet/outlet temperatures), so that the outlet temperature from all rows is
the same. This is done by supplying the different rows with flow rates proportional to the collector row area.

1.2. Sizing distribution pipes and balancing valves in solar collector fields: HySelect software

The design of the hydraulic network of a solar collector array can be a time-consuming and cumbersome
procedure to be carried out manually. Hence, software able to carry out the same task can be extremely
useful, making the job of planners and designers much easier. A program which can be used for this purpose
is the commercial software HySelect from IMI Hydronic Engineering (IMI Hydronic, 2014). The software
can be used to design and balance generic hydraulic networks, and so solar collector fields as well, in terms
of pipe size, pump head, types and settings of balancing valves. The software returns the valve type and
valve settings which should be applied to achieve a user-defined flow distribution. Additionally, it makes
easy to optimize the pipe diameters (based on several pipe dimension standards) to fulfill fluid velocity or
pressure gradient constraints. The software also contains built-in libraries of the thermophysical properties of
a variety of fluids, including those most commonly used in solar heating systems, such as water and
ethylene/propylene glycol-water mixtures. When designing a branched system, the program automatically
adds and considers the pressure drop caused by the resulting tee junctions and bends. HySelect is intuitive to
use and extremely fast in returning the results.

Despite these strengths, the software has some limitations. First of all, its reduced flexibility. As mentioned
above, the program returns the valve setting configuration which guarantees a certain flow distribution. It
does not calculate the flow distribution itself. Consequently, once a system has been balanced for specific
boundary conditions (e.g. total flow rate and fluid temperature), it is not possible to analyze how the flow
distribution varies, if the boundary conditions are changed. Secondly, the fluid temperature is assumed
constant throughout the system. This approximation does not seem very accurate when designing solar
collector fields for DH application, where the temperature rise across the collector field can be 40-50 K.
Furthermore, the thermophysical properties (especially viscosity) of glycol-water mixtures are known to be
strongly dependent on the temperature (see Section 2.1.2). Thirdly, complex layouts, having for example a
common return pipe such as in Fig. 3, cannot be designed. Finally, the correlations used for evaluating the
pressure drop in tee junctions are not in agreement with the literature (Idelchik, 1994). No reference to a
literature source is provided and the used correlations are not stated in the software manual (IMI Hydronic,
2014). The difference between HySelect and Idelchik’s correlations for pressure drops in tee junctions is
shown in Fig. 1. The diagram was obtained assuming a distribution pipe from which 10 parallel circuits
parted. The distribution pipe and the circuit pipes had diameter of 81 mm and 36 mm respectively. The
system was supplied with a total flow rate of 20 m’ h', uniformly distributed in the 10 parallel circuits.
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Fig. 1: Comparison between HySelect and Idelchik’s correlations for pressure drop in tee junctions.

The fluid was water at 75 °C. Looking at Fig. 1, it is first of all noted that HySelect does not show the
different contributions of the diverging and converging tee junctions, but only the overall pressure drop.
Secondly, comparing the pressure drops in the diagram, it can be seen that for the straight passage the
combined pressure drops from HySelect are approximately twice as large as the pressure drops that
Idelchik’s correlations give for the straight passage of the converging tee. On the other hand, the pressure
drop in straight passage of the diverging tee junction predicted by Idelchik is negligible compared to that in
the converging tee junction. Consequently, it could be neglected in the calculations without introducing a
significant error. Regarding the side passages, the combined pressure drop from HySelect is between two and
four times higher than Idelchik’s pressure drop for the side passage of the diverging tee junction.

2. Material and method
2.1. Numerical model

2.1.1. Pressure drop correlations

To calculate how a fluid flow distributes in a branched system, it is necessary to know the relation between
flow rate and pressure drop across each component. In fact, the fluid flow distributes in such a way that the
pressure difference between two points is the same, regardless of the hydraulic path which connects one to
the other. Because the relation between pressure drop and fluid velocity depends on factors such as Reynolds
number, flow regime, etc., the flow distribution in a branched system may vary in different conditions.

In a collector field three main categories of hydraulic components can be identified: solar collectors, pipes
and fittings (bends, tee junctions, valves, etc.).

The pressure drop characteristic of a solar collector is not always given in the technical datasheets and - even
when provided - it usually refers to a specific fluid type and temperature. Different fluids and/or
temperatures can affect the pressure drop. In this study the model proposed by Bava and Furbo (2016) was
used to evaluate the pressure drop across each solar collectors, more specifically a HTHEATStore 35/08
from Arcon-Sunmark A/S (SP, 2016a). The HTHEATStore 35/08 is a flat plate harp collector with 18 U-
connected absorber pipes. The pipes are 5.80 m long and have an inner diameter of 7.3 mm. The two
manifolds are 2.24 m long and have an inner diameter of 32.9 mm. The collector gross area is 13.57 m* and
its efficiency coefficients are 70=0.757, a;=2.2 W m? K and ,=0.007 W m? K with respect to the
collector gross area. Fig. 2 shows the modeled pressure drop for a 35% propylene glycol/water mixture,
whose physical properties were evaluated through (Eq. 5) and (Eq. 7).
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The friction loss along the distribution pipes was calculated by the Darcy-Weisbach equation (Eq. 1):

1 pw?

Ap: Dy 2

(Eq. 1)

In (Eq. 1) Ap [Pa] denotes the pressure drop; A [-] the Darcy friction factor; / [m] the pipe length; D), [m] the
pipe hydraulic diameter, which equals the inner diameter for a full flow circular pipe; p [kg m™] the fluid
density and w [m s'] is the mean fluid velocity.
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Fig. 2: Pressure drop in a HTHEATSstore 35/08 collector as function of temperature and flow rate for 35% propylene
glycol/water mixture.

Laminar regime was assumed for Reynolds numbers Re<2300, while turbulent regime was assumed for
Re>4000 (Holman, 2002). According to the flow regime, the friction factor was calculated through the
Hagen-Poiseuille law (Eq. 2) and the Haaland (1983) correlation (Eq. 3) respectively. The roughness of steel
pipes was assumed to be =10 m. In the transition region (2300<Re<4000) the friction factor was evaluated
by linearly interpolating the value obtained from (Eq. 2) at Re=2300 and that from (Eq. 3) at Re=4000.

A= 64/Re (Eq.2)
2% =-1.8 logio{[&/(3.7 D))""'+6.9/Re]} (Eq.3)

Correlations from Idelchik (1994) were used to estimate the local losses in fittings, such as bends, tee
junctions, changes of flow section area, etc. Regarding the balancing valves, the manufacturers usually
provide the pressure drop characteristic as flow factor K, (Eq. 4):

K, =V [SG/(Ap-107)]"2 (Eq. 4)
In (Eq. 4), V [m® h™'] represents the volume flow rate and SG [-] the fluid specific gravity.

The flow factor is mainly function of the valve setting. However, deviations from the nominal K, value can
be expected with fluids different from water and flow rates significantly smaller than the valve nominal flow
rate (IMI Hydronic, 2015). In these cases, the nominal K, value should be corrected. In this study, valves
from IMI-Hydronic were used and their corrected flow factors were evaluated through HySelect software.

2.1.2 Fluid properties

Propylene glycol/water mixtures with glycol concentration of 30-40% (Windeleff and Nielsen, 2014) are
normally used as heat transfer fluid in solar assisted DH plants. In this study, the thermophysical properties
of these mixtures were evaluated using the correlations proposed by Conde (2011).

p=7508.4—0.1824x + 965.8T* + 0.2803xT* — 472.2-(T*)* (Eq. 5)
¢, = 4476 + 608.6 — 715.0T* — 1939xT* + 478.7-(T*)? (Eq. 6)
In g =-1.028 — 0.1003x — 19.94T* + 0.1464xT* + 14.6205-(T*)’ (Eq.7)
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When comparing the thermophysical properties of propylene glycol reported in literature (Conde, 2011;
DOW, 2008; George and Sastry, 2003; Melinder, 2007), a large variability was found. So, for the model
validation, a sample of propylene glycol/water mixture was taken from the collector field and its properties
were determined with an Anton Paar DMA4100 densimeter and an Anton Paar AMV200 viscometer. The
sample (35% glycol) was tested every 10 °C in the range 20-80 °C. The following correlations were found:

p=1038.3-0.44197—1.940-10°7" (Eq. 8)

—1.449-1078T3 + 3.066-107T2 — 2.337-107* T + 7.289- 1072 if T <38°C
u= { (Eq. 9)

0.1803T 1232 if T>38°C

In (Eq. 5)-(Eq. 9), plkg m™] denotes the density, ¢, [J kg‘l K] the specific heat, x4 [Pa s] the dynamic
viscosity, x [%] the mass concentration of propylene glycol in the mixture, while 7* is a factor defined as
T*=273.15/(T +273.15), where T [°C] is the fluid temperature.

2.1.3 Matlab implementation

Based on the above mentioned correlations, a numerical model was developed in Matlab, to calculate the
flow distribution in a solar collector field. The layout of the collector field, the collector pressure drop, valves
types and settings, dimensions of distribution pipes, fittings and the operating conditions (fluid type, field
flow rate and fluid inlet temperature) need to be specified in the model. The temperature profile along the
collector rows can be evaluated in two ways. The first is that a unique outlet temperature, equal for all
collector rows, is defined in input and a linear temperature profile is assumed along the collector row. The
second option requires the collector efficiency parameters, solar irradiance and ambient temperature. The
temperature profile in each row is given by the solution of (Eq. 10), which assumes steady state conditions.

. daT
e, —=GnoKg—ay (T = Tamp) = a2 * (T = Tamp)? (Eq. 10)

In (Eq. 10), r2 [kg s'] is the mass flow rate, 4 [m’] is the gross/aperture collector area, G [W m™] is the
hemispherical solar irradiance on the collector plane, 7, [-] is the peak efficiency of the solar collector
coherent with the definition of 4, K, [-] is the incident angle modifier, a; [W m? K" and a, [W m? K?] are
the first and second order heat loss coefficients coherent with the definition of 4, T [°C] is the fluid
temperature and while T, [°C] is the ambient temperature.

To determine the actual distribution, the set of equations (Eq. 11) is solved iteratively. (Eq. 11) imposes both
the mass conservation across the collector field (first line in (Eq. 11)) and the uniformity of pressure drop
along the different hydraulic paths (from second line downward):

1 1 1 1 1 1 My -
(kl.j‘ml.i —kaj 1y, 0 0 0 \ My 41 /0\

0 kz" b mz']' _k3" " Th3'j 0

j j 0 kms,jn) = k 0 ) (Eq. 11)
\ 0 0 0 0 kN—l,j - mN_L,- _kN,j - mN,j/ TT.INJ-+1 0

In (Eq. 11), k [kg"' m™'] is a hydraulic resistance coefficient; the subscripts 1, 2, ..., N denote the collector row
and N is the total number collector rows; the subscript tof refers to the total flow rate supplied to the solar
collector field and the subscript j denotes the iteration number. The factor ; is defined so that the product

o o

(ki . miz) represents the pressure drop along the entire i-th hydraulic path. The value of £; takes into account
both the pressure drop along the i-th collector row, proportional to the square of the row flow rate m;, and
the pressure drop along the portion of distribution pipes and tees included in the i-th hydraulic path, properly
normalized to the flow rate m;.

The system (Eq. 11) is iteratively solved until the maximum difference in the collector row flow rates
between two consecutive iterations is lower than 0.1%.

2.2. Description of the solar collector field and experimental setup

The developed model was based on the layout of the solar collector field installed near Haje Taastrup
(Denmark). The layout is shown in Fig. 3. The collector field (gross collector area of 3257 m?) consisted of
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two subfields of 12 collector rows each. The rows consisted of 10 HTHEAT Store 35/08 collectors each and
were 5.5 m apart from each other. Because near the collector field there was no auxiliary heating plant, the
control strategy aimed at reaching an outlet temperature from the collector field which was approximately
the DH supply temperature. Nominal inlet and outlet temperatures of the field were 50-55 °C and 90-95 °C
respectively, and the flow rate ranged between 8 and 50 m® h™', depending on the solar irradiance.
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Fig. 3: Layout of Heje Taastrup solar collector field: blue and red lines represent supply and return pipes respectively
(adapted from Arcon-Sunmark A/S).

The distribution pipes were made of preinsulated steel pipes. The largest inner diameter was 10.7 cm and it
progressively became smaller as more fluid was diverted to the collector rows. At the inlet of each row a
balancing valve was installed. In the middle of the field, the flows from each couple of row outlets were
merged and then directed into the return pipe. The heat transfer fluid was a 35% propylene glycol/water
mixture (Section 2.1.2).

To measure the flow distribution in the collector field, a differential pressure sensor TA-SCOPE from IMI
Hydronic was used. The balancing valves have two measuring points, one before and one after the valve
member. By measuring the pressure drop across the valve, the flow rate can be calculated through (Eq. 4).
Specifying the type of fluid in the device, this calculates the fluid density and viscosity thanks to the built-in
temperature sensor and corrects the valve flow factor. The maximum relative error when measuring the flow
rate with this method is shown in Fig. 4. The error increases rapidly for low valve settings, so it is
recommended to use settings higher than two. In Haje Taastrup collector field the lowest setting was 2.2.

The volume flow rate to the field was measured by an electromagnetic flow meter with accuracy of 0.5%.
16
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Fig. 4: Relative error on the measured flow rate across a STAD valve as function of the valve setting (IMI Hydronic, 2015).

At first, the flow distribution was measured keeping the same valve settings as in normal operation.
However, the difference in the row flow rates was lower than the measurement error. Hence, the
measurements were repeated after changing the setting of the first 10 valves in the eastern subfield, so to
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introduce a higher maldistribution, which could be more easily detected. The flow distribution across the
collector field was measured for a total flow rate of 50.3£0.3% m® h'. The test was carried out in a cloudy
day, so that the temperature across the field was constant (45.0+=1.3 °C) during the entire duration of the test.

3. Results and discussion

3.1. Validation of the model
To compare the flow distributions at different field flow rate, the dimensionless row flow rate was
introduced. The dimensionless flow rate V;' in the i-th collector row is defined by (Eq. 12) as:

— Vi

TN, Vi)-Arow,i/Afield

V' (Eq. 12)

In (Eq. 12), ¥ [m® h''] is the row flow rate, 4 [m*] is the collector area, subscript i denotes the collector row
number and N is the total number of collector rows. So, the dimensionless flow rate V’; represents the ratio
between the actual flow rate in the i-th collector row and the ideal flow rate in case of uniform distribution.

The measured and modeled flow distributions in terms of dimensionless flow rate are shown in Fig. 5. It is
easy to recognize the effect that the change in first 10 valve settings had on flow distribution in the eastern
subfield (rows 1-12) compared to the western subfield (rows 13-24). In the eastern subfield the row flow
rates decreased progressively in the first 10 rows, only to return to their nominal value in the last two rows,
whose valves were not changed. In the western subfield, where the valve settings were not modified, the row
flow rates were much more similar to each other.

The agreement between model and measurements was evaluated through the root-mean-square deviation
(RMSD) (Eq. 13).

—~ 2
N

RMSD = (Eq. 13)

In (Eq. 13), V; [-] is the dimensionless form (Eq. 12) of measured flow rate in the i-th collector row in case
of the model validation, while V/=1 in case of the investigated scenarios (Section 3.2); V; is the
dimensionless form (Eq. 12) of modelled flow rate in the i-th collector row. The parameter b; is a weight
defined by (Eq. 14). If all rows are identical, b=1.

b= Ayonss A Arad N) (Eq. 14)
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Fig. 5: Comparison between measured and modeled flow distribution for a field flow rate of 50.3 m* h™.

Measurements and model showed an overall good agreement, with a RMSD of 0.022. In the eastern subfield
the measured and modeled flow distribution profiles had the same trend, except for the third row,
characterized by the highest deviation between measurement and model. In fact, the measured flow rate was
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significantly lower compared to the neighboring rows. This deviation was most likely caused by additional
flow resistance in this collector row, maybe due to some obstruction or dirt clog. Also the original setting of
its balancing valve was larger (and hence the valve more open) than the valve settings of neighboring rows.
So, already when balancing the flow at the start-up phase of the collector field, it was noted that, in order for
the third row to receive the design flow rate, its valve had to be opened more than expected.

3.2. Investigated scenarios

Using the developed model, the flow distribution across a solar collector field was evaluated in different
scenarios. A 35% propylene glycol/water mixture was assumed as collector fluid and its fluid properties were
evaluated through (Eq. 5-Eq. 7). The following scenarios were investigated:

e Case 1. The operating conditions used for the simulation were similar to those actually used in Heje
Taastrup collector field. The inlet temperature was 55 °C and the solar irradiance on the collector plane
was varied with the flow rate so that the outlet temperature was about 95 °C (Eq. 10). The same balancing
valves settings as those used in Heje Taastrup collector field in normal operation were used in the model.

e (Case 2. As shown by the experience of the first solar collector fields built in Sweden in 80°-90°, good
flow distribution can be achieved without balancing valves in case of collector array with regular
geometry and constant diameter of the distribution pipes. To see the effect that a more complex geometry
would have on the flow distribution in case of no balancing valves, the layout of the collector field was
modified as shown in Fig. 6.a. The 24 rows were now connected all in parallel and they had a different
number of collectors. Because in this case the collectors were 204 instead of 240 (case 1), the highest field
flow rate was proportionally decreased from 50 m® h™' to 42.5 m’ h'. Two different subcases were
considered. In case 2.2 the diameter of the supply and return pipes decreased as fluid was diverted to the
collector rows. In case 2.1 the pipe diameter of the distribution pipes was kept constant and equal to 10.7
cm, i.e. the largest diameter in subcases 2.2. Pipes commercially available for this kind of application
(Logstor, 2005) were used. The field inlet and outlet temperature was 50 °C and about 85 °C respectively.
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Fig. 6: Layout of the collector field assumed in case 2 (a) and in case 3 (b) (adapted from Arcon-Sunmark A/S).

e Case 3. This scenario used a Tichelmann connection (Fig. 6.b), which is expected to give a fairly
uniform configuration due to the identical length for each hydraulic path. Hence, no valves were installed.
As in case 2, two subcases were considered: case 3.1, having a constant pipe diameter of the distribution
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pipe, and case 3.2, with decreasing pipe diameter according to the flow rate in each pipe segment. As in
case 1, the inlet temperature was 55 °C and field outlet temperature was about 95 °C.

3.2.1. Case 1: normal operating conditions

The flow distribution in this case is shown in Fig. 7 for different field flow rates.

1.06
' —— v=8m’h
—— v=15m’/h

1.044 V=20 m’/h
V=30 m>/h
1.02 V=40 m’/h

—— V=50 m’/h
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Dimensionless flow rate, V' [-]
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Collector row

Fig. 7: Modeled flow distributions in Heje Taastrup solar collector field for different field flow rates, assuming normal
operating conditions (case 1).

Also in the simulated scenarios the RMSD was used as the main parameter to quantify the level of
maldistribution. Though, as no measurements were carried out for the simulated scenarios, the uniform
distribution profile was now taken as term of comparison and hence z=1 in (Eq. 13) for any value of i.

Fig. 7 shows that the higher the flow rate, the more uniform the flow distribution. For ¥>30 m’ h™', the
RMSD was approximately constant and equal to 0.015. At lower flow rates this value increased up to 0.025
for a flow rate of 8 m® h™'. This was expected, as the balancing valves were set to give a uniform distribution
at the nominal field flow rate, i.e. the highest flow rate the collector field operates at. The highest deviation
between row flow rates and perfectly uniform flow distribution was lower than 6%, and the maximum
difference between highest and lowest row flow rates was within 8%. Hence, the flow distribution can be
considered acceptable for all the considered flow rates, as it differs from the ideal case less than 10%, which
is considered the maximum acceptable deviation according to the German standard (VDI, 2004).

3.2.2. Case 2: Collector rows with different number of collectors

This scenario considered only cases where no balancing valves were installed, as these would give uniform
flow distribution when properly regulated. The flow distribution in the two investigated subcases is shown in
Fig. 8, with the subcase 2.1 characterized by much stronger maldistribution than subcase 2.2.

Given the field layout (Fig. 6.a), the collector rows became shorter while getting farther away from the
pumping station. As the collector row represented the main contribution in terms of pressure drop along a
hydraulic path, rows with fewer collectors had a much lower hydraulic resistance. So, in absence of
balancing valves, these rows diverted flow rates higher than their design value. In case of constant pipe
diameter in the distribution pipes (case 2.1) the flow maldistribution was higher with the RMSD ranging
between 0.40-0.43 depending on the flow rate. The maximum deviation occurred in the last three rows, with
flow rates about twice as high as the nominal value. The distribution was not very uniform, but still
considerably better, in case 2.2, where the diameter was progressively decreased. In this case, the maximum
deviation was only 40% and the RMSD was in the range 0.18-0.20. In fact, in case of constant diameter the
fluid velocity progressively decreased in the pipe segments, making their contribution to the pressure drop of
the entire hydraulic path very small. In order for all hydraulic paths to give the same pressure drop, the flow
rate in the rows with fewer collectors had to increase significantly. Conversely, decreasing the pipe diameter
gave similar pressure gradient in the different pipe segments. This increased the resistance of the hydraulic
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paths of the collector rows which lay farther away, resulting in a more uniform flow distribution.

2.2 T T T T T T T T T T T T T T T T T T T T
o Case 2.1: 10 m>/h j,bt

—— Case 2.1: 20 m>/h
Case 2.1: 30 m°/h
Case 2.1: 42.5 m>/h
1.6 F Case 2.2: 10 m/h
Case 2.2: 20 m°/h
1.4 F| —%— Case 2.2: 30 m*/h
42.5m>/h

Dimensionless flow rate, V' [-]
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12345678 91011121314151617181920212223 24
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Fig. 8: Modeled flow distributions for different field flow rates in case 2.

3.2.3. Case 3: Tichelmann connection

Fig. 9 shows the flow distribution in the subcases 3.1 and 3.2. For sake of clarity, for each subcase only two
flow rates, which gave the most and least uniform distribution, are shown. In both scenarios the Tichelmann
connection assured a good flow distribution with deviations from the perfectly uniform case no larger than
4%. Subcase 3.2 achieved a slightly better distribution (RMSD=0.008-0.010) compared to subcase 3.1
(RMSD=0.014-0.016). In the latter, the choice of keeping a constant pipe diameter resulted into a U-shape
flow distribution profile. In fact, although the pipe length was the same for each hydraulic path, the paths in
more central position (rows 9-13) were supplied with lower flow rates. This was due to the fact that these
paths included distribution pipes segments with higher flow rates (and hence higher pressure drop) compared
to the more peripheral paths. In subcase 3.2 the distribution pipe diameter was progressively varied, so that
the fluid velocity was similar in all pipe segments. This resulted in similar pressure drops and hence a more
uniform flow distribution. Varying the pipe diameter also saved pipe material (steel and insulation), reducing
cost and thermal losses. The main drawback of a Tichelmann connection is the longer pipe length.

1.04 T T T T T T T T T T T T T
—— Case 3.1: 20 m>/h

1.03 Case 3.1: 50 m*/h
Case 3.2: $m°/h
1.02% | —%— Case3.2: 50 m*h

1.01

Dimensionless flow rate, V' [-]

1234

56 7 8 9101112131415161718192021222324
Collector row

Fig. 9: Modeled flow distributions for different field flow rates in case 3.

3.3. Effect of the flow maldistribution on the thermal performance of the collector field

Modifying the row composition of the collector field shown in Fig. 6.a, different degrees of flow
maldistribution were caused. The effect on the power output of the collector field is shown in Fig. 10 for two
collector types, a HTHEATStore 35/08 (SP, 2016a) (Section 2.1.1) and a HTHEATBoost 35/08 (SP, 2016b)
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(170=0.786, @;=2.97 W m™ K" and a,=0.009 W m™ K?). The collectors differed only for the presence of a
polymer foil, working as convection barrier, between glass cover and absorber in the HTHEATBoost model.
The loss in power output was calculated with respect to the case where the collector row flow rates were
exactly proportional to the collector row area. The power output, P,,, [W], was calculated through (Eq. 15):

Poye = Z€V21 (mi ) Cp,i(Ti) ' (Tout,i - Tin)) (Eq. 15)
5%
& HTHEATBoost 35/08 73
=0.233x!-884
4% Y .
= HTHEAT Store 35/08 =
3%

=0.19 1.863
N / -
1%

0% T T T T T T T T 1
0.00 005 0.10 0.15 020 025 030 035 040 045
RMSD(V)

Fig. 10: Maximum reduction in power output of a solar collector field as function of the flow maldistribution.

Loss in power output [%]

It can be seen that the reduction in power output is proportional to the RMSD of the flow distribution to the
1.9™ power, very similar to the result of Chiou (1982) for a single collector (Section 1.1). The loss in power
output is relatively small, within 5% for RMSDs up to 0.4. However, it should be noted that in the current
study pipe losses were neglected and the collector efficiency was assumed independent of the collector flow
rate. In reality, lower efficiency is expected at low flow rates, especially if these cause laminar regime in the
absorber pipes (Bava and Furbo, 2014). Slightly stronger effect on the power output would result, if these
aspects were taken into account too. As expected, the performance of the collector field made of
HTHEATBoost modules was more affected by the flow maldistribution. In fact, given the higher heat loss
coefficients of this collector, its efficiency was more penalized in those rows which were supplied with lower
flow rates and hence reached unnecessarily higher temperatures.

4. Conclusions

A model for calculating the flow distribution in a solar collector field was developed. The model results were
compared against measurements and a good agreement was found.

The model was used to study different scenarios. Balancing valves in each collector row guaranteed good
flow distribution in all the operating conditions. Although the valves were set in full load conditions, the
deviations occurring at different operating conditions were still within the range of +10%.

A Tichelmann connection gave a good flow distribution also without balancing valves. Reducing the pipe
diameter of the distribution pipes was a good measure to improve the distribution and decrease the pipe cost.

In case of irregular field layout with collector rows having a different number of modules, balancing valves
seemed to be the only way to reach uniform flow distribution.
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This study describes the development of a detailed TRNSYS-Matlab model to simulate the behavior of a
large solar collector field for district heating application. The model includes and investigates aspects
which are not always considered by simpler models, such as flow distribution in the different rows, effect
of the flow regime on the collector efficiency, thermal capacity of the components and effect of shadows
from row to row. The model was compared with measurements from a solar collector field and the
impact of each aspect was evaluated. A good agreement between model and measurements was found.
The results showed that a better agreement was achieved, when a flow regime-dependent efficiency of

?g;:iﬁiécmr field the collector was used. Also the precise flow distribution in the collector field improved the model ac-
TRNSYS curacy, but it must be assessed if the aimed level of accuracy justifies the much longer programming and
Simulation computing time. Thermal capacity was worth being considered only for the bulkier components, such as
Flow regime the longer distribution and transmission pipes. The actual control strategy, which regulates the flow rates

Flow distribution in the solar heating plant, was accurately reproduced in the model, as proved by the good agreement

with the measurements.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction
1.1. Background

To reach the CO;-reduction goals agreed at the COP21 confer-
ence in Paris, reduce energy imports and cut costs for households
and businesses, the European Union will act on several fronts.
Among these, a key role should be played by the spread of district
heating (DH) and the integration of renewable energy sources into
DH networks [13].

Approximately 80% of the energy demand of European resi-
dential buildings is used for space heating and domestic hot water
preparation [20]. Because solar thermal collector can efficiently and
economically provide energy at the temperature levels required by
these applications, they seem a perfect candidate to cover this
demand. Although solar heating systems are fairly common in the
single-family house sector, large solar thermal plants for DH are
still rare, except for a few countries, and represented less than 1% of
the total installed water collector capacity at the end of 2016 [42].

* Corresponding author.
E-mail address: febav@byg.dtu.dk (F. Bava).

http://dx.doi.org/10.1016/j.energy.2017.06.146
0360-5442/© 2017 Elsevier Ltd. All rights reserved.

Approximately 5000 DH networks are currently in operation in
Europe, supplying 10% of the total heat demand [2]. Of these, about
300 are solar assisted DH systems at the end of 2016 [42]. However,
the contribution of solar energy to DH in Europe is expected to
increase. According to the SDHtake-off project, supported EC-
Programme IEE Intelligent Energy Europe, a solar fraction of 1%
by 2020 and of 5% by 2050 is realistic [32,34].

Although several large solar plants for DH have been installed in
Germany, Austria and Sweden [32], Denmark is still the main
market for this technology, with 79% of the total collector area
installed in Europe at the end of 2016 [42]. In the Scandinavian
country some specific factors, such as high taxation on fossil fuels
and widespread use of DH, has lead this development [14]. At the
end of 2016, Denmark had more than 1,300,000 m? of solar col-
lector fields [39]. Additionally, the size of the collector fields has
been constantly increasing and at the end of 2016 a 156,000 m?
collector field was completed in Silkeborg [28]. An even larger
installation may come about in the next years, if the project for a
450,000 m? collector field is realized in Graz, Austria [30].

In a scenario where solar collector fields become increasingly
larger and supply increasingly higher solar fractions, even small
performance improvements in relative terms can lead to a large
increase in the overall energy production in absolute terms. Hence,



E Bava, S. Furbo / Energy 135 (2017) 698—708 699

Nomenclature

Afield collector area of the collector field, [m?]

a, heat loss coefficient of collector at T,;,-Tymp = 0 K,
[Wm2K]

as temperature dependence of the heat loss coefficient
of collector, [W m~2 K~2]

Ion specific heat, [J kg~! K]

DH district heating

Fy correction factor for heat exchanger fouling, [—]

Grot hemispherical solar irradiance, [W m~2]

m mass flow rate, [kg s~1]

nom subscript referring to nominal conditions

Qso1 theoretical solar energy output from the collector
field, [W]

Re Reynolds number, [—]

RMSD  root-mean-square deviation

S uncertainty of the function/variable i

Tim mean fluid temperature in the collector field, [°C]

Tamb ambient temperature, [°C]

UA overall heat transfer coefficient of the heat
exchanger, [W K]

No peak collector efficiency, [—]

it is important to be able to predict the behavior and performance
of these plants in the most accurate way. If correct sizing, control
strategy and design improvements can be accurately evaluated in
advance and implemented already in the planning phase, later and
more expensive interventions can be avoided. Additionally,
detailed simulation models can be used for on-line simulations,
which use real-time measured data as input [25], to continuously
monitor the plant and verify whether this meets the expected
performance.

So, the aim of this study was to develop a detailed simulation
model of a large solar collector field for DH application. The model
was developed in TRNSYS-Matlab. The model treated aspects which
are usually neglected in simpler models, such as flow distribution,
collector efficiency dependence on the flow regime, etc., in order to
evaluate their impact on the overall model accuracy. The reliability
of the model was verified by comparing its results against experi-
mental measurements.

The paper is structured as follows. Section 1.2 presents a liter-
ature review on modeling of solar heating systems and the chal-
lenges that were addressed in this study. Section 2 describes the
collector field used for the model validation and the developed
TRNSYS model. Section 3 presents and analyzes the results of the
TRNSYS subsystems used to calibrate single model components, as
well as the comparison between the results of the model of the
solar heating plant and the measurements. The titles of the sub-
sections of Sections 2 and 3 are almost identical, so that for each
component the reader can easily move from the methodology
subsection to the corresponding result and discussion subsection.
Section 4 summarizes the main conclusions.

1.2. Literature review

Le Denn [21] distinguishes the available simulation tools for
large solar collector fields for DH applications in two categories. The
first category includes dedicated solar DH tools, such as F-Easy [24],
Fjernsol-II [26], SDH Online-Calculator [9] and Sunstore 4 Tool [8].
The second category includes generic software, such as TRNSYS

[18], energyPRO [12], Polysun [41] and RETScreen [23].

The programs of the first category are mainly feasibility tools,
suitable for rough estimation of the system performance on yearly
or monthly basis. They are simple to use, but offer limited detail and
few possibilities of customization, so they were discarded for this
study. Of the second category, TRNSYS was identified as the most
suitable simulation program, as it offered different advantages
compared to the other tools. First of all, TRNSYS comes with a wide
library of validated component models. Besides the original TRNSYS
component library, other libraries [33,38] or single components
have been developed by different institutions or programmers.
Additionally, TRNSYS users can write and compile their own com-
ponents, or customize existing ones by editing their source code.
Finally, TRNSYS can interact with other software, such as Matlab,
while a simulation is running. All these possibilities give a high
flexibility in the use of the software, which was hence chosen for
this study.

TRNSYS has been widely used for simulation of solar thermal
systems. Numerous articles report on studies where TRNSYS was
successfully used to simulate domestic or small case solar thermal
systems. A selection of these is presented in the review by Saleem
et al. [31]. Larger parabolic trough collector fields connected to
power plants have been modeled in TRNSYS [1,6,7]. In the field of
solar DH, Raab et al. [27] developed and validated a TRNSYS model
to simulate the solar assisted DH system in Hannover. Sibbitt et al.
[35] used TRNSYS in the design phase of the solar DH system of
Drake Landing Solar Community in Canada. The monitored data of
the installed system were in satisfactory agreement with the
model. Bava et al. [5] modeled a single collector row in the collector
field by Braedstrup II, Denmark. The comparison between simula-
tion results and measurements shows that inaccurate solar radia-
tion measurements and decreased collector efficiency (caused for
example by dirty glass cover) may compromise the agreement
between model and monitored data.

In most of the mentioned studies, the collector field was only a
part of the entire system and hence was treated with little detail,
usually by a single collector component. Consequently, aspects such
as flow distribution across the collector field are not considered,
although they may have an impact on the collector field perfor-
mance [10]. This is especially valid nowadays, when the collector
fields have become increasingly larger. Additionally, modeling the
entire collector field as a single component entails that also the
distribution pipes in the model do not have the actual layout or
fluid content. This can easily lead to an advance or delay of the
model response compared to reality. To address this problem, the
TRNSYS model developed in this study was made interact with a
previously validated Matlab model [3], so to accurately take into
account the exact flow distribution across the collector field (see
Section 2.2.2.2).

Another simplification consists of assuming the collector effi-
ciency expression constant. Among the different operating condi-
tions which can affect the collector efficiency, the flow regime in
the absorber pipes has great importance [4,15]. Most collectors are
tested using water as heat transfer fluid and in condition of tur-
bulent flow. If the collector is supplied with propylene glycol/water
mixtures, laminar regime may take place, reducing its efficiency.
Therefore, using the certificate collector efficiency as input to the
model is likely to cause an overestimation of the collector perfor-
mance compared to real-world operation. To reproduce the
behavior of the collectors in a more realistic way, the collector ef-
ficiency from the collector test report was corrected to take into
account the different heat transfer fluid through a collector simu-
lation program. Additionally, a new TRNSYS collector component
was developed, to account for the effect of the flow regime on the
collector efficiency.
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Other aspects which are often neglected for sake of simplicity,
but which were considered in this study, are thermal capacity of
pipes, distinction between beam and diffuse radiation and shadow
effect from one row to another.

2. Material and method

This section describes the solar collector field used for the model
validation and the TRNSYS model itself. The collector field is
described in terms of hydraulic layout, system components,
measuring equipment and control strategy. Regarding the TRNSYS
model, the list of utilized components as well as the reasons and
considerations behind their choice are presented.

2.1. Description of the solar collector field

2.1.1. Collector field design

The TRNSYS model presented in this paper was developed based
on the solar collector field near Hgje Taastrup, Denmark (Fig. 1). As
can be seen from the layout in Fig. 2, the collector field consisted of
two subfields, having 12 collector rows each. Each row was
composed of 10 HTHEATStore 35/08 collectors [37] from the com-
pany Arcon-Sunmark A/S. The collectors were harp flat plate col-
lectors with 18 horizontal absorber pipes and a gross area of

13.57 m2. The collector field gross area was 3257 m?. The declared
collector efficiency is reported in Table 1. The row distance was
5.5 m. The collector tilt angle was 43° and the orientation 2.5° W.
The solar collector fluid was a 35% propylene glycol/water mixture
[3]. Normal operating temperatures for the collector field were of
50—-55 °Cininlet and 90—95 °C in outlet. The flow rate ranged from
8 to 50 m> h~! (0.04—0.26 L min~! m~2) depending on the solar
irradiance.

Both supply and return pipes of the primary loop (or solar col-
lector loop) were made of preinsulated steel pipes [22] with pro-
gressively decreasing diameter, as part of the flow was diverted to
the collector rows. As seen in Fig. 2, supply pipes (in blue) supplied
the collector rows from the outer sides of the collector field, while a
single return pipe (in red) collected the heated fluid in the middle of
the field. Balancing valves were installed and regulated at the inlet
of each collector row, to guarantee a uniform flow distribution
across the collector field [3].

The technical building (top-right corner in Fig. 2) hosted pumps,
expansion vessels, control system, measuring equipment and the
plate heat exchanger, which connected primary and secondary side.

The secondary side was connected to the DH main network
through 550 m long transmission pipes. To avoid supplying too cold
fluid to the network in the start-up phase, a bypass is installed at
the end of the transmission pipes and it is used to recirculate the
fluid until a temperature of at least 65 °C, compatible with the DH
network, is reached.

2.1.2. Measuring equipment
Electromagnetic flow meters with an accuracy of +0.5%

Table 1
Declared and simulated efficiencies of HTHEATStore 35/08 collector based on the
gross area of 13.57 m2.

Fluid Mo a az
-] Wm?2K"' [Wm2K?|

Declared efficiency [37] water 0.757 2.199 0.007
Soleff efficiency (test water 0.757 2.260 0.006
conditions)
Soleff efficiency (turbulent)  35% 0.756 2.318 0.006
glycol
Fig. 1. Aerial picture of Hgje Taastrup solar collector field (source: Arcon-Sunmark A/ Soleff efficiency (laminar) ley giol 0.727 2357 0.005
s).
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Fig. 2. Layout of Hgje Taastrup solar collector field: blue and red lines represent supply and return pipes respectively (adapted from Arcon-Sunmark A/S). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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measured the volume flow rate in both primary and secondary side.
The temperature of the heat transfer fluids was measured by
resistance thermometers with an accuracy of 0.25 K. The temper-
ature was monitored at the beginning of the supply pipe, at the end
of the return pipe, at the inlet and outlet of collector rows 1, 11,13
and 23 (Fig. 2), at each inlet and outlet of the heat exchanger, and at
the end of the transmission pipes. The ambient temperature in the
field was measured too.

The solar irradiance on the collector field was measured by
pyranometers in different parts of the collector field. Three
photovoltaic cell pyranometers [36] were installed next to one
another in the collector field and used in the control strategy.
However, this kind of sensors is known to degrade over time,
underestimating the actual solar irradiance. For this reason, four
Kipp & Zonen thermopile pyranometers were added. A secondary
standard CMP11 pyranometer and a first class CM5 pyranometer
equipped with shadow ring were placed in the middle of the col-
lector field on top of a collector, to measure the total and diffuse
irradiance on the collector plane. The diffuse irradiance was cor-
rected to account for the shadow ring using Drummond's [11]
model. From the total and the diffuse irradiance, the beam
component was determined. Other two secondary standard CM11
pyranometers were placed at the north-east and north-west corner
of the collector field to measure possible differences between
morning and afternoon incident radiation due to reflection from
the collectors.

The instantaneous values of the monitored data were recorded
once per minute. The sampling time used for control purposes was
on the other hand much shorter (<1 s).

2.2. Description of the TRNSYS model

TRNSYS is a transient system simulation tool having a modular
structure. A TRNSYS project is set up by interconnecting different
modules, which build up the system which is to be simulated. The

following sections explain which components built up the model,
why they were chosen and how they were connected. A detail of
the overall TRNSYS model of Hgje Taastrup collector field is shown
in Fig. 3. Simpler models were developed to calibrate single com-
ponents, as described in the following sections.

Perers and Furbo [25] identify several aspects which should be
taken into account, to develop accurate simulation models for large
solar collector fields. These range from accurate weather data to
choice of the component models, from flow distribution across the
collector field to thermal capacity of the components. So the
following sections also describe how these different aspects were
addressed in this study.

2.2.1. Weather data and time resolution

Accurate weather data, including the distinction between beam
and diffuse irradiance on the collector plane, should be used as
input [25]. Both solar irradiance and ambient temperature were
measured in the collector field by high class thermopile pyran-
ometers (see Section 2.1.2). The measured weather data, as well as
all other relevant monitored data from Hgje Taastrup collector field,
were loaded into the TRNSYS model by the data reader Type 9c [18].

To simulate the collector array shading, Type 30 [18] was used.
The so corrected diffuse and beam irradiances were input to all
collector rows except the front ones, which were not shaded.

According to Perers and Furbo [25]; the time resolution is also
very important. Usually hourly mean values are available, but
higher time resolution is desirable to test control algorithms.
Hence, all recorded data (1 min time step) were used without
averaging.

2.2.2. Model components

Regarding the components models, Perers and Furbo [25] sug-
gest using already validated models instead of detailed theoretical
components, to save both programming and computing time.
Hence, almost all components used in the simulation model were
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taken from existing and well-established TRNSYS libraries

[18,33,38].

2.2.2.1. Collector type components. A collector model which is
compatible with the collector test standard ISO 9806 [16] should be
used [25]. To be able to consider aspects which are usually
neglected when simulating solar collector fields, Type 330 was
used. This is an in-house model developed by editing Type 539 [38]
with some desired features added. First of all, Type 330 makes use
of a different efficiency expression depending on the flow regime in
each node in which the collector is divided. Consequently, this
collector type requires two efficiency expressions, one for laminar
and one for turbulent regime. This may be a problem, as collector
certificates provide only one efficiency expression, usually for tur-
bulent conditions. In this study, a simulation model of the inves-
tigated collector HTHEATStore 35/08 [37] was developed with the
software Soleff [29], based on the collector design and the oper-
ating conditions used during the efficiency test. The good agree-
ment between the certificate efficiency and the simulated
efficiency (RMSD = 0.12%) proved the reliability of the Soleff model.
The model was then used to calculate the collector efficiency in
laminar and turbulent conditions for a 35% glycol/water mixture.
The coefficients of the declared and simulated efficiencies are listed
in Table 1.

Considering the operating conditions in Hgje Taastrup collector
field (see Section 2.1.1) and assuming Re = 2300 as threshold be-
tween laminar and turbulent flow, about one third of the collectors
experienced laminar flow. For this reason, it was relevant to have a
different efficiency expression in case of laminar flow.

A second feature of Type 330 is the possibility for the user to
specify an incidence angle modifier (IAM) for diffuse radiation,
instead of having it internally calculated as in Type 539. Another
feature consists of the wider range of incidence angle where the
[AM-expression for beam radiation is used. The range is chosen
depending on the data available in the technical datasheet of the
collector which is to be simulated. The original Type 539 linearizes
the IAM for angles between 60° and 90°.

To evaluate whether the improvements introduced in Type 330
had an effect, three different collector type variants were analyzed.
The first used Type 539 and the declared collector efficiency
(Table 1). The second made use of Type 330 and the Soleff efficiency
equation for turbulent conditions (Table 1), regardless of the actual
flow regime in the absorber pipes of the collectors. In the third
variant, all features of Type 330 were enabled. For sake of
simplicity, the first and second variants of Type 330 are referred to
as Type330a and Type330b in the rest of the paper. To focus on the
behavior of the different collector variants and avoid the influence
of external factors, such as control strategy and secondary side
temperatures, only the primary side of the collector field was
modeled, and the measured flow rate, collector field supply tem-
perature and weather data were given as input. The modeled return
temperatures from the collector field in the three scenarios were
compared to the measurements. Different types of weather con-
ditions were considered: clear sky, cloudy sky with fluctuating solar
radiation and overcast sky.

2.2.2.2. Flow distribution. To take into account the flow distribution
in the collector field, each single collector row was modeled. As
TRNSYS cannot solve problems of flow distribution in hydraulic
networks, Type 155 [18] passed the necessary inputs to a Matlab
program [3]. Matlab evaluated the flow distribution in the different
collector rows and returned the result to TRNSYS, where the total
flow was then distributed to the different rows accordingly.

To evaluate the impact of modeling the exact flow distribution,
the detailed model using Type 330b (Section 2.2.2.1) was compared

to a simpler model. The simpler model differed from the detailed
one, as the entire collector array was simulated through a single
Type330b. Additionally, the supply and return pipes were modeled
by a pipe component each (see Section 2.2.2.3). The pipe length
used as input in the pipe components was the average distance
between the technical building and each collector row. The thermal
capacity of the pipes was proportionally scaled (see Section 2.2.2.3).

2.2.2.3. Pipes and heat exchanger. Type 709 [38] was chosen to
model the distribution pipes, as it had a better agreement with the
measurements, compared to Type 31 [18] and Type 604 [38].
However, unlike Type 604, Type 709 does not consider the thermal
mass of the pipe material, which may be relevant, especially in case
of long transmission pipes. To take this aspect into account and
evaluate its impact on the accuracy of the model, the thermal ca-
pacity Type 306 [33] was added to the longest distribution and
transmission pipes. Specific TRNSYS projects were built, simulating
only the investigated pipes. In this way, all the other simplifications
of the model, which could have an effect on the simulation results,
were excluded. The pipes investigated in detail were the supply
pipe to the western subfield (see Figs. 2 and 3) and the transmission
pipe from the heat exchanger to the DH network (see Section 2.1.1
and Fig. 3). These were chosen because their inlet and outlet
temperatures were monitored. Additionally, the flow rate in the
transmission pipe was directly measured, while the flow rate in the
western supply pipe could be estimated based on the measured
primary flow rate and the flow distribution model (Section 2.2.2.2).
Pipe dimensions and material properties were also known. Finally,
these pipes had the largest thermal mass, so they were the most
relevant to investigate with respect to thermal inertia effect. The
model used the measured inlet temperature and flow rate as input,
and the resulting outlet temperatures were compared with the
measured.

To accurately model the plug flow along the pipes, all distribu-
tion pipes segments were simulated, as well as connection hoses
between consecutive collectors (Type 31 in Fig. 3). This also allowed
taking into account the heat losses from the connection hoses. The
soil temperature to calculate the heat losses from the buried pipes
was evaluated through Type 77 [18].

The plate heat exchanger between the solar collector loop
(primary side) and the DH network (secondary side) was modeled
through Type 5b [18]. This type offers the possibility of inserting a
variable heat transfer coefficient. A specific TRNSYS project, simu-
lating only the heat was developed to calibrate Type 5b against
measurements. Measured flow rates and inlet temperatures were
given as input to Type 5b and the heat transfer coefficient was
varied so to obtain the best agreement between measured and
modeled outlet temperatures.

2.2.3. Control strategy

The control strategy implemented in the model was based on
the information received by the plant designer Arcon-Sunmark A/S.
The control strategy aimed at reaching a constant outlet tempera-
ture, by continuously regulating the total flow rate based on the
solar irradiance. The desired outlet temperature is the DH supply
temperature, increased by the temperature drop across the heat
exchanger. As the collector field was not located near an auxiliary
energy source, the collector field outlet temperature must meet the
DH requirements, if the energy is to be delivered to the DH
network.

The main principles of the control strategy in Hgje Taastrup
solar heating plant can be summarized as follows. The relation (Eq.
(1)) gives the theoretical solar energy output Qs,, Which is then
used to regulate the primary pump flow rate (Eq. (2)). The primary
pump is denoted as Pump 1 in Fig. 3.
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Quot = Ayieta (Grot Mo = @1 (Ton = Tamp) = G2+ (T = Tamp)*) (1)

m = max [mmins Qsol/(cp' (Tout.setpoint ~T; ))} (2)

T;n is the mean temperature between the measured collector
field inlet temperature Tj; and the desired outlet temperature
Toutsetpoint- The solar irradiance Gy is measured by the photovoltaic
cell pyranometers (see Section 2.1.2).

The condition for the primary pump to turn on is that either Qs
is higher than a certain threshold, or one of the monitored fluid
temperatures in the collector field is higher than a preset value. The
turn-off condition is the negation of the turn-on condition, delayed
by the time needed to discharge the energy content of the hot re-
turn pipes. Because at the start-up of the primary pump in the
morning the primary loop is still relatively cold, the flow bypasses
the heat exchanger and is recirculated across the collector field
(Bypass1 in Fig. 3). When the field outlet temperature is sufficiently
high, the primary bypass is closed and the secondary pump is
turned on. The secondary pump is regulated so that the heat ca-
pacity rate on both sides of the heat exchanger is the same. At the
start-up of the secondary pump, the bypass installed at the end of
the transmission pipes (Bypass2 in Fig. 3) recirculates the fluid until
a temperature of 65 °C, compatible with the DH network, is
reached.

In the TRNSYS model, most of the control strategy is imple-
mented in an Equation block, while the turn-on/off conditions and
the time delay are set by a differential controller Type 2d and Type
93 respectively [18].

A detail of the overall TRNSYS model, which implemented also
the control strategy of the solar heating plant, is shown in Fig. 3.
The only measured values used as input were the weather condi-
tions (irradiance and ambient temperature) and the return tem-
perature from the DH network. The accuracy of the model was
tested, by comparing simulated and measured temperatures, en-
ergy outputs and flow rates under different weather conditions.

3. Results and discussion

This section presents and analyzes the results from the valida-
tion of the single components or subsystems, such as solar radia-
tion sensors, solar collector, heat exchanger and pipes. Based on
these results, the parameters of the single components could be
accurately determined and used in the model of the solar heating
plant. Secondly, the validation of the model of the plant is
presented.

3.1. Solar radiation measurements

Fig. 4 shows the relative difference between the total solar
irradiance measured by the photovoltaic cell pyranometers and
that from the thermopile CMP11 pyranometer in a clear sky day. It
can be seen that for high irradiances (Gy>800 W m‘z), the
photovoltaic pyranometers underestimated the solar irradiance by
7—8%. At lower irradiances (and larger incidence angles) the dif-
ference increased, up to 27% for Gor = 200 W m~2 The non-perfect
overlap of morning and afternoon data must have been caused by a
small difference in the orientation of the pyranometers, with the
CMP11 sensor oriented slightly more eastward than the photovol-
taic sensors.

As all sensors had been recently cleaned, the difference in the
reading cannot be attributed to soiling, but was likely caused by
degradation of the photovoltaic cell. Repeated measurements in
similar sky conditions gave similar results. Conversely, lower
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Fig. 4. Relative difference in the hemispherical solar irradiance between photovoltaic
cell and thermopile CMP11 pyranometer.

differences (<5%) were found in case of overcast sky. This led to the
conclusion that the large deviations between photovoltaic and
thermopile pyranometer in the early morning and late afternoon
were caused by larger incidence angles rather than low solar
radiations.

The significant decrease in sensitivity of the photovoltaic pyr-
anometer over time is a problem which is often observed with this
type of sensors. However, photovoltaic cell sensors have the
advantage of much lower price and much shorter response time
(some milliseconds [36]), compared to a thermopile sensor (5—20 s
[17]). If the instantaneous measured solar irradiance is used for
control purposes, a fast response time of the sensor is of key
importance and photovoltaic cell sensors could be preferred.
However, they should be regularly checked and their sensitivity
corrected, if needed. Additionally, the strong directional response
(i.e., dependence of the measured radiation on the incidence angle)
of the photovoltaic pyranometer suggests introducing a second
correction to account for this effect.

Given the significant difference between the solar irradiance
measured by the photovoltaic cell pyranometers and that from the
thermopile pyranometers, it was important to use the two of them
properly. Hence, the irradiance measured by the photovoltaic cell
was used in the control strategy of the model, as it was used in the
actual solar heating plant. The irradiance measured by the ther-
mopile pyranometers provided the weather data input to the col-
lector TRNSYS types.

3.2. Collector type components

With all three collector type variants, the collector field return
temperature calculated by the model was always higher than the
measured, if the efficiencies listed in Table 1 were used. To have a
good agreement between the two, the peak collector efficiency 79
had to be reduced by 7.3% for Type 330b and Type 539, and by 7.8%
for Type 330a. For each type variant, the exact reduction was
chosen so that the modeled daily energy output from the collector
field differed from the measured one less than +1%.

The good accuracy of the measurement equipment (Section
2.1.2) excluded the presence of faults in the measured data used as
input for the model. Additionally, these data were also carefully
checked to spot possible outliers. Secondly, the presence of tem-
perature sensors at the inlet and outlet of some collector rows
allowed having a clear focus on the behavior of the single rows. This
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excluded the influence of possible biased heat losses and plug flow
in the pipes. In each modeled collector row, the only components
were the collector (Type 539 or 330) and the pipe Type 31, to take
into account plug flow and heat losses in the connection hoses.
Hence, it was concluded that the disagreement between modeled
and measured outlet temperature was most likely due to a differ-
ence between the actual collector efficiency and the efficiency from
Soleff, based on the test report. As the variation of the heat loss
coefficients (for example, due to moist insulation) could not be
evaluated, the reduction in performance was entirely attributed to
the decreased transmittance of the glass cover, which can be caused
by soiling, dirt and moisture on the glass cover. The pollution from
the motorway running just 150 m away might have a more negative
effect than less traffic-congested areas.

Table 2 shows the RMSD between measured and modeled
temperatures at the end of the return pipe from the solar collector
field. If ranked in order of better agreement with the measure-
ments, the three collector types were Type 330b, Type 539 and
Type 330a.

So, the enhancements introduced in Type 330b improved the
agreement between model and measurements, compared to the
original Type 539. However, Type 539 performed better than Type
330a. This can be explained by the fact that the flow regime in the
collector was laminar at low flow rates, which, according to (Eq.
(2)), occurred in case of low solar irradiance. Low irradiance was
measured either in the early morning and late afternoon of clear
sky days or in cloudy days. In these conditions, the overall IAM used
by Type 539 was lower than that used by Type 330. In fact, in the
early morning and late afternoon, at incidence angles larger than
60°, Type 539 linearizes the IAM, which is hence lower than that
calculated by Type 330 (Section 2.2.2.1). In cloudy conditions, when
the fraction of diffuse radiation is significant, the IAM for diffuse
radiation calculated by Type 539 was lower than that used by Type
330. Type 330 used a value of 0.94, as stated by the collector test
report [37]. These two different effects (use of turbulent efficiency
also at low flow, and lower IAM at low radiation) almost canceled
each other out in Type 539. Consequently, this type was slightly less
accurate than Type 330b. Conversely, Type 330a overestimated the
collector efficiency in case of low flow and low irradiance, and
hence had the least accurate agreement.

3.3. Flow distribution

According to the Matlab model, the flow distribution in the
collector field was fairly uniform in all the tested conditions. The
maximum relative difference between the modeled flow rate in a
collector row and that in case of a perfectly uniform flow distri-
bution was lower than 6%. The maximum difference between
highest and lowest row flow rates was lower than 10%, which is the
maximum deviation in flow distribution in solar collector arrays
recommended by the German standard VDI [40].

Because of the fairly uniform flow distribution, it could be

Table 2
RMSD (in Kelvin) between measured and modeled return temperatures from the
collector field with different collector type models.

expected that neglecting this aspect would not affect the agree-
ment between model and measurements. To verify this hypothesis,
a simpler model where the entire collector array was simulated by
only one collector type was developed.

Table 3 lists the RMSDs between measured and modeled field
return temperatures, both for the model taking into account the
flow distribution and for the simpler model. As expected, the
simpler model had higher deviations (by about 1 K) compared to
the more detailed model. Also in terms of energy output from the
collector field, the simpler model differed more significantly from
the measurements. Assuming the same decrease in the peak col-
lector efficiency for both models (—7.3%), the simpler model
differed between +0.5% and +2.6%, compared to +1% of the
detailed model (Section 3.2).

So taking into account the flow distribution improved the ac-
curacy of the model compared to a perfectly uniform flow distri-
bution scenario. There are different reasons why the more detailed
scenario gave a better agreement. Firstly, modeling each segment of
the distribution pipes, instead of using an average pipe length,
allowed reproducing accurately the plug flow along the pipes and
hence the time delay that the fluid takes to reach the single col-
lector rows. Considering this aspect improves the accuracy of the
model mainly in terms of RMSD of the outlet temperature, as
temperature fluctuations are in phase when comparing model and
measurements. Secondly, if the flow distribution in the collector
field is not uniform, this reduces slightly the energy output of the
field, which the model is able to reproduce. Finally, if all pipe seg-
ments are modeled, the heat losses can be calculated more accu-
rately. This aspect had however a limited impact, because being the
pipes well insulated, the impact of the heat losses was negligible in
both models.

However, modeling the flow distribution was the most
demanding and time consuming part, both in terms of program-
ming and computing time. When TRNSYS used a time step of 1 min,
and convergence and integration relative tolerances of 0.001, a
simulation of 2 days of normal operation was performed in
approximately 2.5 min by a computer with quad-core CPU, 2.4 GHz
CPU frequency and 8 GB memory. The computing time was about 4
times shorter, when Matlab was not called to calculate the flow
distribution, and 50 times shorter for the simpler model, which
used only one collector component to model the entire array.
Therefore, the trade-off between increased accuracy and longer
programming and computing time should be considered case by
case. For example, a slower but more precise model could be
desirable in case of on-line simulations. Conversely, a simpler but
faster model is a better solution for preliminary evaluations or
feasibility studies.

3.4. Pipes and thermal capacity

The effect of thermal capacity was investigated adding Type 306

Table 3
RMSD (in Kelvin) between measured and modeled return temperatures from the
collector field in case flow distribution is modeled (Detailed model) or not (Simpler
model).

Date Weather Type 539 Type 330a Type 330b Date Detailed model Simpler model
12/07/2015 overcast 2.05 1.99 1.74 12/07/2015 1.74 294
13/07/2015 cloudy 2.26 2.07 2.05 13/07/2015 2.05 2.77
14/07/2015 sunny 143 148 1.30 14/07/2015 1.30 2.06
16/07/2015 sunny 1.13 142 1.05 16/07/2015 1.05 2.10
17/07/2015 cloudy 1.71 1.95 1.72 17/07/2015 1.72 2.65
24/07/2015 overcast 1.99 2.24 1.75 24/07/2015 1.75 1.97
Mean 1.81 1.97 1.69 Mean 1.69 244
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to the supply pipe to the western subfield and the transmission
pipe from the heat exchanger to the DH network. Measured inlet
temperature and flow rate were given as input to the model, and
the model outlet temperatures were compared with the measured.
Two different types of days were analyzed: July 14 and 16, mainly
clear sky days; July 13 and 17, characterized by fast fluctuation in
solar irradiance due to continuously moving clouds.

Table 4 lists the RMSDs between measured and modeled pipe
outlet temperature of the investigated pipes. It should be noted that
the listed values were obtained taking into account the thermal
mass of the steel pipe only and neglecting that of the pipe insu-
lation. This choice was motivated by the fact that this simplification
had no or negative effect on the RMSDs. In fact, the thermal ca-
pacity of the insulation accounted only for 20% of that of the steel
pipe. Additionally, because of its low thermal conductivity, only a
portion of the insulation thermal mass would actually be involved
in the dynamic response of the pipe. Finally, Type 306 models the
thermal mass as a lumped capacity, characterized by one temper-
ature and one heat transfer coefficient between fluid and solid part
of the pipe. This simplification can be regarded as accurate for the
steel pipe, due to its high thermal conductivity and small thickness,
but not for the insulation.

The remaining deviation between measured and modeled pipe
outlet temperature could be caused by several factors, such as
measurement accuracy and limitations of the model to reproduce
the exact pipe conditions. Additionally, the measured data avail-
able, which were used as input for the model, were instantaneous
values with recording time of 1 min (Section 2.1.2). Hence, the pipe
model assumed constant inlet temperature and flow rate over
1 min, although this might not be necessarily the case, especially in
conditions of fluctuating solar radiation and consequent fast vari-
ation of the pump speed (see also Section 3.6).

Because considering the thermal capacity of the pipes improved
the agreement between model and measurements, Type 306 was
added to the longest pipes in the model, i.e. the western supply
pipe, the common return pipe from the collector field and the
transmission pipes to the DH.

3.5. Heat exchanger
A good agreement between modeled and measured outlet

temperatures from the heat exchanger was found, if the overall
heat transfer coefficient of Type 5b was given by (Eq. (3)).

m \06
UA = Fr(UA ( - > 3)
f( )nom Mnom

According to the technical specifications of the heat exchanger,
the heat transfer coefficient in nominal conditions was
UAnom = 440 KW K1, However, to fit the model with the measured
temperatures, it was necessary to introduce a correction factor for
fouling Fr = 0.77. A second correction was added to take into ac-
count the reduced convective heat transfer coefficient at flow rates

Table 4
RMSD (in Kelvin) between measured and modeled pipe outlet temperatures with
and without taking into account the thermal capacity (Cap.) of the steel pipe.

13/07/2015 14/07/2015 16/07/2015 17/07/2015

West supply pipe (no Cap.) 1.87 1.67 1.93 3.12

West supply pipe (with 1.15 1.20 1.45 1.91
Cap.)

Transmission pipe (no Cap.) 3.03 1.14 2.38 3.49

Transmission pipe (with 2.19 1.05 0.71 1.48

Cap.)

lower than the nominal one, fuom = 58 m> h™L

As the difference in heat transfer coefficient UA between the
technical specifications of the heat exchanger and real-world
operation was significant, it was important to correct the model
accordingly. Because flow rates and inlet/outlet temperatures
across a heat exchanger are usually monitored, it is convenient to
calibrate the heat exchanger model against measurements. For this
purpose, one day of data with variable flow rate can be sufficient
and improves the accuracy considerably.

The heat exchanger outlet temperatures obtained by using (Eq.
(3)) were compared with the measurements from days with
different sky conditions. The results are summarized in Table 5. The
days July 14 and 16 were characterized by clear sky conditions and
hence smooth variations of the flow rates, while July 13 and 17 had
fast fluctuations of the flow rate due to passing clouds (see Fig. 5).
On the clear sky days, the RMSD between model and measured
outlet temperatures was about 0.4—0.7 K on both primary and
secondary side. On the cloudy days, characterized by rapidly
varying flow rate, the RMSD was slightly higher (1.2—1.5 K). These
larger deviations can be explained by the recording time of the
measured data used as model input, as in Section 3.4. Adding the
thermal capacity of both fluid content and metal plates to the heat
exchanger through Type 306 had negligible effect on the RMSD in
most cases, so this aspect was neglected in all other simulations.

3.6. Control strategy and overall TRNSYS model

The overall TRNSYS model reproduced in detail the solar heating
plant in Hgje Taastrup, both in terms of components and control
strategy. The only external boundary conditions required by the
model were the return temperature from the DH and weather
conditions.

The good agreement between measurements and model can be
appreciated in Fig. 5. Fig. 5 shows some of the measured and
modeled data for two different types of weather conditions. As can
be seen, July 13 was characterized by moving clouds and so fast
fluctuations of the solar radiation, which caused higher deviations
between measurements and model.

Table 6 presents an overview of the comparison between model
and measurements in terms of fluid temperatures in different parts
of the system, gross and net produced energy and flow rate in the
primary side. The gross energy output from the collector field was
calculated whenever the primary pump was in operation. So it also
includes the energy collected during pre-heating of the primary
loop, when the primary bypass was open. The energy delivered to
the DH network was calculated at the end of the transmission line,
when the supply temperature was higher than 65 °C (Section 2.2.3).
The cumulated flow is the time integral of the flow rate. The RMSD
of the different temperatures is the deviation between measured
and modeled values. Taking into account the accuracy of the
measuring equipment (see Section 2.1.2) and the density and

Table 5
RMSD (in Kelvin) between measured and modeled outlet temperatures from the
heat exchanger, with and without taking into account its thermal capacity (Cap.).

13/07/2015 14/07/2015 16/07/2015 17/07/2015

Outlet on primary side (no 1.39 0.64 0.53 1.24
Cap.)

Outlet on primary side 1.38 0.63 0.53 1.23
(with Cap.)

Outlet on secondary side  1.30 0.72 0.44 1.54
(no Cap.)

Outlet on secondary side  1.15 0.69 0.47 1.52
(with Cap.)
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Fig. 5. Comparison between measurements (M) and simulation results (S) based on the data from 13 to 14 July 2015.
Table 6
Comparison between measurements (M) and simulation results (S) of the overall TRNSYS model.
12/07/2015 13/07/2015 14/07/2015 16/07/2015 17/07/2015
Gross energy output from field (M) MWh 242 6.63 11.4 11.7 8.63
Gross energy output from field (S) MWh 234 6.58 114 11.8 8.62
Deviation in gross energy output % -3.3% —0.8% 0% 0.9% -0.1%
Energy supplied to DH (M) MWh 231 6.48 114 11.6 8.44
Energy supplied to DH (S) MWh 227 6.47 113 11.7 8.45
Deviation in energy to DH % -1.7% —0.2% —0.9% 0.9% 0.1%
Cumulated primary flow (M) kg 8.24-10% 1.79-10° 2.92-10° 2.99-10° 2.29-10°
Cumulated primary flow (S) kg 8.03-10* 1.78-10° 2.95-10° 3.02-10° 2.29-10°
Deviation in primary flow % —2.5% —0.6% 1.0% 1.0% 0%
RMSD (Tsupply to field) K 137 1.20 133 1.10 1.28
RMSD (Treturn from field) K 2.82 237 1.48 1.76 2.59
RMSD (Tsupply to DH) K 3.77 2.20 143 1.89 2.29

specific heat of the heat transfer fluids, the uncertainty of the
measured energy outputs and cumulated flow rates was calculated
through the formula for propagation of error (Eq. (4)):

= (@) (L) e ()2

where sy is uncertainty of the function f (e.g., the energy output
from the collector field) and s; is the uncertainty of the function
variable i, (e.g., volume flow rate, density and specific heat of the
fluid, inlet and outlet temperature).

Based on (Eq. (4)), the uncertainty on the measured energy
outputs was 1.5% for the days in the period July 13—17, and 1.7% for
July 12. The uncertainty on the measured mass flow rate was 0.8%.

The tabled values show the good agreement between model and
measurements. In terms of energy and cumulated primary flow, the
model differed from the measurements no more than 1%, with the
only exception being the overcast day July 12.

As expected, the temperature deviations were higher in the days
characterized by fluctuating solar radiation (July 13 and 17),
compared to clear sky days. The main reason for this is that,
although both measured and simulated data were available once
per minute, this 1 min time step had a different meaning in the two

(4)

cases. In the measured data, 1 min is the recording time step, after
which the instantaneous measured value of all monitored param-
eters was recorded. No information of what happened between one
recording and the next was stored. In the simulation, 1 min was the
time step used by the model to calculate the output parameters.
Inputs, such as solar radiation and return DH temperature, and
calculated parameters, such as flow rates, were assumed constant
during the time step. This simplification is reasonable, when the
input parameters change slowly, such as in clear or overcast sky
conditions. Higher deviations can be expected, in case of higher
frequency changes, for example in a cloudy day.

A second reason may be the different response time of the real
pump and the pump model. The latter reacted instantly to a change
in Qsor (Eq. (2)), while the former had certain inertia. This effect was
more evident in case of rapidly moving clouds and consequent fast
variation of the pump speed.

Deviations in field return temperature were observed in the
early morning, especially in presence of fluctuating solar radiation
(Fig. 5). On the other hand, July 14 (clear sky day) had a better
agreement between measured and modeled temperature profiles,
although some misalignment is still visible in the first hours of
operation. This might be caused by the simplified modeling of the
collector heat capacity. The current standard ISO 9806 [16] ac-
counts for the collector heat capacity through a single value (the
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effective thermal capacity), which may not be sufficient to reproduce
completely the dynamic response of the collector. Firstly, among
the collector characteristic parameters determined by the quasi-
dynamic test method [16], the effective thermal capacity may not
always accurately be identified, due to the constant inlet temper-
ature constraint, which limits the dynamic response of the collector
[19]. Secondly, because of how the test is performed, the calculated
effective thermal capacity is affected by the residence time of the
fluid in the collector, and hence may change at different flow rates.
Additionally, the test method assumes a lumped heat capacity,
without distinction between fluid and solid parts of the collector.
However, it is reasonable to expect that the different components,
such as fluid, metal parts and insulation, have a different dynamic
response. Consequently, a value of effective thermal capacity, which
may give a realistic response during normal operation, may not be
as accurate in other phases, such as start-up and/or cooling down of
the collector. However, the different effect of the collector thermal
capacity between model and actual plant affected mainly the dy-
namic response of the collector field, and not its energy output. In
fact the deviations between model and measured gross energy
output in the morning only were not higher than 1%.

The simulation results for July 12, day characterized by overcast
sky conditions, had a lower agreement with the measurements
compared to the other days. Both the simulated gross energy
output from collector field and the simulated energy delivered to
the DH network were lower than the measured ones (—3.5%
and —1.7% respectively). The main reason for this was found in the
lower cumulated flow rate in the simulation compared to the
measurements. The simulated and measured flow rates had
extremely similar profiles, proving the good ability of the model
control strategy to reproduce the actual one. However, the
measured data showed some sudden and very brief peaks of the
flow rates, which could not be reproduced by the model control
strategy, because not justified by the recorded weather data. As
mentioned above, the fact that the measured data are the instan-
taneous (and not average) values of the monitored data may
explain part of the discrepancy. This explained also the higher
RMSD of the investigated temperatures, as even temporary differ-
ences in flow rates immediately affect the plug flow, causing a shift
and mismatch of the temperature profiles. Secondly, the gross en-
ergy production on this day was fairly low (2.42 MWh), between
2.7 and 4.8 times lower than the other investigated days. So, even
modest absolute differences between model and measurements
caused stronger relative differences, compared to days with higher
energy output.

In Table 6 the data from July 24 are not shown. In fact, taking
advantage of the overcast sky conditions, some manual calibration
of the plant was performed in this occasion. Hence, the control
strategy did not follow the equations described in Section 2.2.3, so
it was pointless to compare the measured and modeled flow rate,
and consequently all the other quantities.

4. Conclusions and future perspective

The developed TRNSYS-Matlab model showed a good agree-
ment with the measurements in different weather conditions.
Although the exact results presented in this study refer to the
specific case of Hgje Taastrup solar heating plant, they can be used
to draw some general considerations and conclusions which should
be taken into account when analyzing measurements from other
solar heating plants or when modeling this kind of installations.
The following conclusions can be drawn:

e Accuracy of the input data is of key importance for precise
modeling. Special attention should be paid to solar radiation

sensors, which should be recalibrated, if their sensitivity is

suspected of varying.

If the collectors experience laminar flow for a relevant fraction

of their normal operating conditions, a collector model, such as

Type 330, with efficiency equations defined differently

depending on the flow regime, can improve the accuracy.

e Considering the exact flow distribution in the collector field
improves the accuracy, but it requires much longer program-
ming and computing time. Depending on the aimed level of
accuracy, this aspect may be considered or not.

e The thermal capacity of pipes may be considered for longer
pipes only, otherwise its role is negligible.

e The heat transfer coefficient of a heat exchanger should be
estimated through measurements rather than from technical
specifications, so to include aspects, such as fouling and flow
rate dependence.

o It was possible to reproduce the actual control strategy of the
solar heating plant, maintaining a good agreement between
model results and measurements.

The presented model is meant to be used to investigate different
improvements measures in terms of operating conditions and
control strategies, which may enhance the performance of the plant
and provide a more constant return temperature from the collector
field. The improvements measured which are planned to be
investigated are improvements of the control strategy (such as
more detailed input and closed-loop control), different heat
transfer fluids in the primary loop and different temperature levels.
Additionally, one year simulations in the above mentioned condi-
tions will elucidate their impact on the yearly performance.
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Abstract

The paper describes the impact of different measures to improve the thermal performance of a solar heating
plant for district heating applications. The impact of the different measures was evaluated through a
TRNSYS-Matlab model, which had been previously validated. The model included details such as the effect
of the flow regime in the absorber pipes on the collector efficiency, flow distribution in the collector field,
thermal capacity of the pipes and effect of shadows from row to row. The improvement measures included
variation of the temperature levels in the collector field, accurate input to the control strategy, feedback
control on the outlet temperature of the solar collector field, control strategy based on weather forecast and
use of different heat transfer fluids. The results showed that accurate input to the control strategy, especially
in terms of actual solar radiation on the collectors, improved the yearly energy output of the plant by about
3%. If accurate input is not technically or economically feasible, the addition of a feedback control on the
field outlet temperature can be an alternative solution. The integration of weather forecast in the control
strategy did not give relevant improvements. Higher glycol concentrations in the solar collector fluid gave
better results than lower concentrations, as the higher frost protection guaranteed by the former outweighed
the better thermophysical properties of the latter.

Keywords: solar heating plant; solar collector field; TRNSYS; modeling; control strategy.

Nomenclature

Apiera collector area of the collector field [mz]

a; heat loss coefficient of collector at 7,,—7,,,, = 0 K [W m? K']]
a temperature dependence of the heat loss coefficient of collector [Wm?K?]
¢y specific heat [Jkg' K
DH district heating

Epy energy delivered to DH [GWh]
Epmw energy to DH, weighted on the temperature difference AT, py [GWh]
Epyas energy to DH at a temperature 7,,py, such that AT, py <2.5 K [GWh]
Epys energy to DH at a temperature 7,,py, such that 2.5 K < AT, py<5K [GWh]

E, electricity consumption [MWh]
Efost energy injected into the collector field in frost protection operation [GWh]

Fr correction factor for heat exchanger fouling [-]

Got total solar irradiance on the collector plane [W rn'z]

K proportional gain constant (in PID controllers)

m mass flow rate kg s™]
nom subscript referring to nominal conditions

Osol theoretical power output from the collector field [W]

P, electrical power [W]

t time [s]

T ambient temperature [°C]

T, derivative time (in PID controllers) [s]

T; integral time (in PID controllers) [s]

T inlet temperature to the collector field [°C]

T, mean fluid temperature in the collector field [°C]

Tput outlet temperature from the collector field [°C]
Tserpoint set point outlet temperature for the collector field [°C]

Tor - return temperature in the DH network [°C]

Tpus supply temperature in the DH network [°C]

TonH temperature of the fluid delivered to the DH network (after shunt) [°C]



u control signal from PID control [-]

UA overall heat transfer coefficient of the heat exchanger WK
v volume flow rate [m’s™]
At time interval [s]

AT, py temperature difference 7oy —Topn [K]
ATerone  temperature difference Toepoine =T pur [K]

€ effectiveness of the heat exchanger [-]

7o peak collector efficiency [-]

1. Introduction

1.1. Background

Space heating and domestic hot water preparation account for approximately 80% of the energy demand of
European residential buildings [1]. An efficient way to provide heat to buildings in densely populated areas
is through district heating (DH). In Europe there are about 5000 DH networks, which provide 10% of the
total heat demand [2]. As the heat demand required by residential buildings is at relatively low temperatures,
solar thermal collectors are a good candidate to cover this demand in a sustainable and efficient way.

However, the combination of these two technologies, i.e. solar collectors feeding into DH networks, is
relatively recent and still rare, except for a few countries. Of the 5000 DH networks in operation in Europe,
about 150 are solar assisted DH systems [3]. This scenario may change in the coming years, as the European
Union has set a target of 1% solar fraction in DH by 2020 and of 5% by 2050 [4].

Denmark is currently the only example for a mature and commercial market for solar DH. At the end of
2015, 77% of the total collector area of large collector fields in Europe was installed in Denmark [5]. During
2016, the installed area of solar heating plants for DH in Denmark increased by more than 60% compared to
2015 [6]. Among the newly installed plants, the one in Silkeborg is currently the world largest collector field
with a collector area of 156,000 m” [7].

If solar heating plants are to play a significant role in the heat supply of DH networks, it is desirable to have
models able to simulate and predict in an accurate way the performance of these plants. These models could
be for example used to optimize sizing, design and control strategy in the planning phase, avoiding later and
more expensive interventions. They could also be used to check whether the plant performs as expected, by
running on-line simulations using real-time measured data as model input [8].

Hence, the aim of this study was to evaluate a number of optimization measures for large solar collector
fields for DH application, by using a TRNSYS-Matlab model. The model had been previously developed and
validated against measurements from a large solar collector field [9]. The model considered aspects which
are usually neglected in simpler models, such as flow distribution across the collector field, collector
efficiency dependence on the flow regime and thermal inertia of the system components.

1.2. Literature review

Le Denn [10] identifies different simulation tools which can be used to model solar collector fields for DH
applications. Programs such as F-Easy [11], Fjernsol-II [12], SDH Online-Calculator [13] and Sunstore 4
Tool [14] are feasibility tools, with limited level of detail and few possibilities of customization. However,
they can give a rough estimation of the system performance. Higher level of detail and customization is
offered by generic software, such as TRNSYS [15], energyPRO [16], Polysun [17] and RETScreen [18].

The advantages of TRNSY'S compared to other software are described in [9]. It is worth mentioning the large
number of validated component models in the original TRNSYS library, as well as in the TESS [19] and
STEC [20] libraries, and the possibility for users to create their own components, either by writing new
source code or by editing the code of existing components.

TRNSYS is well known and commonly used to simulate solar thermal systems. Saleem et al. [21] present a
review of several articles, describing how domestic and small solar thermal systems were successfully
modeled in TRNSYS. There are also examples of TRNSYS simulations treating large parabolic trough
collector fields [22—24]. Regarding solar assisted DH, TRNSYS was used to model the collector field of
Bradstrup II (Denmark) [25] and the solar assisted DH system in Hannover [26]. Sibbitt et al. [27] used the



software to design the solar DH system in Drake Landing (Canada). The model had a good agreement with
later collected monitored data.

Most simulation models simplify the modelling of the collector field, usually using a single collector
component and one or two pipe components to represent it. Therefore, the exact plug flow in the pipes and
the flow distribution across the collector field cannot be reproduced. Another simplification which is usually
accepted is the assumption that the collector efficiency expression is constant, although the flow regime in
the collector pipes can have a strong influence on the collector efficiency [28,29]. Water is commonly used
as heat transfer fluid in solar collector testing and often entails turbulent flow in the absorber pipes. If a
propylene glycol/water mixture is supplied to the same collector, the higher viscosity may cause laminar
flow, decreasing the collector efficiency. Other aspects that are seldom considered can be the thermal
capacity of the components and shadow from a collector row to another.

2. Methodology

2.1. Description of the solar collector field

The TRNSYS model used in this study had been previously developed and validated against measurements
from the solar collector field installed nearby Hgje Taastrup, Denmark (Figure 1). The 240 collectors were
arranged in two symmetrical subfields (Figure 2), for a total gross area of 3257 m?. Each subfield had 12
collector rows, 5.5 m apart from each other, and each row had 10 HTHEATStore 35/08 collectors [30] from
the company Arcon-Sunmark A/S. These flat plate collectors had a gross area of 13.57 m” and a harp design
with 18 horizontal absorber pipes. The collector efficiency coefficients are listed in Table 1. The collectors
had a tilt of 43° and an orientation of 2.5° W. A 35% propylene glycol/water mixture [31] circulated in the
solar collector loop. The operating temperatures of the collector field depended on the supply and return
temperatures in the DH network (see Section 2.2.1). The flow rate varied between 8 and 67 m’ h' (0.04-0.34
liter min" m™) depending on the solar irradiance on the collector field. The solar irradiance was measured by
photovoltaic cell pyranometers [32]. A fairly uniform flow distribution in the different rows was achieved
though balancing valves installed at the inlet of each row [31].

Figure 1: Aerial picture of Hoje Taastrup solar collector field (source: Arcon-Sunmark A/S).

A plate heat exchanger transferred heat from the solar collector loop (primary side) to a water loop
(secondary side). In the water loop two 550 m long transmission pipes directly connected the secondary side
of the heat exchanger to the DH network. Both primary and secondary side were equipped with a bypass,
which allowed recirculation of the heat transfer fluid until fluid temperatures compatible with the DH
network were reached. Conversely, if the fluid temperature at the end of the forward transmission pipe was
too high, this could be lowered through a shunt (see Section 2.2.2.1 and Figure 3). The temperature of the
heat transfer fluids was measured at each inlet and outlet of the heat exchanger (before and after the primary
and secondary bypass). Additionally, the fluid temperature was measured at the inlet of the first collector and
at the immediate outlet of the last collector in 4 of the 24 collector rows.



No auxiliary heating plant was located near the collector field, so the supply temperature from the solar
heating plant had to be as close as possible to DH supply temperature.
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Figure 2: Layout of Hoje Taastrup solar collector field: blue and red lines represent supply and return pipes respectively (adapted
from Arcon-Sunmark A/S).

2.2. Description of the TRNSYS model

The detailed description of the TRNSYS-Matlab model used in this study is given in [9]. The following
sections summarize the main characteristics of the model, and describe the differences between the model
used in this study and the original version described in [9]. A detail of the TRNSYS model is shown in
Figure 3.

Unless otherwise specified, the weather data used in the simulations were taken from the Meteonorm weather
data file for the location of Copenhagen-Taastrup, contained in the standard TRNSYS library [15]. A time
step of 3 minutes, and convergence and integration relative tolerances of 0.001 were used in the simulations.
Under these conditions one-year simulation took approximately 75 minutes for a computer with quad-core
CPU, 2.4 GHz CPU frequency and 8 GB memory.

2.2.1.Temperature levels and weather conditions

The following conditions were applied for the TRNSYS model. The inlet and outlet temperature of the
collector field varied depending on the return and supply temperature in the DH network. Based on the
information received from the DH network operator, the following DH temperatures were used in the model.
The DH return temperature was 40 °C in the winter months, from October to March (included). In the
summer period from May to August (included), the DH return temperature was 50 °C. In fact, because of the
lower heat demand (only domestic hot water preparation), the return temperature was not lowered as much as
in winter, when also space heating was required. In April and September the DH return temperature was
calculated as linear interpolation between the winter and summer temperature.

The DH supply temperature was function of the average ambient temperature. If the daily average ambient
temperature was higher than 5 °C, the supply temperature was 70 °C. For ambient temperatures lower than
-12 °C, the supply temperature was 90 °C. For ambient temperatures between 5 °C and -12 °C, the supply
temperature was calculated by linear interpolation between 70 °C and 90 °C.

2.2.2.Control strategy

2.2.2.1. Normal operation

The actual control strategy of Heje Taastrup solar heating plant was accurately reproduced in the TRNSY'S
model. The main goal of the control strategy was to reach a constant outlet temperature at the end of the



forward transmission pipe. This required that the outlet temperature from the collector field was fairly
constant, which was obtained by continuously regulating the flow rate to the field based on the solar
irradiance measured at the site. The outlet temperature set point for the collector field was the DH supply
temperature (see Section 2.2.1), increased by the temperature drop across the heat exchanger and
transmission pipe. In the control strategy of the plant this temperature increase was set constant. In the model
reference case, a temperature increase of 6 K was used, assuming 5 K as temperature drop across the heat
exchanger and 1 K for other losses.

The main points of the control strategy can be summarized as follows. The theoretical power output from the
collector field (Q;,;) was calculated through (Eq. 1), and was then used to regulate the primary pump flow
rate m (Eq. 2).

Qso1 = Afield (Geotmo —ar* (Tyy — Tomp) — Az (T — Tamb)z) (Eq. D

m = min [mmax' max [mmin: Qsol/(cp ! (Tsetpoint - Tm))]] (E(} 2)

In (Eq. 1) the temperature T, is the mean between the measured inlet temperature to the collector field (77,)
and the outlet temperature set point (Tiepoims); Gior 18 the measured solar irradiance on the collectors; 11,4,
and 1, are the maximum and minimum flow rate the primary pump operated at.

For the primary pump to turn on, either O, had to be higher than a certain threshold, or the temperature
measured at the outlet of a collector row had to be higher than a predefined value. The pump turned off,
when none of the turn-on conditions were fulfilled. In the early morning, before the start-up of the primary
pump, the primary loop was relatively cold. So, a bypass (Bypass I in Figure 3) was used to recirculate the
fluid in the collector field without passing through the heat exchanger (pre-heating of the primary side). The
bypass was closed, as soon as the outlet temperature from the collector field exceeded a predefined value.
Simultaneously the secondary pump started and it was regulated so that the heat capacity rate (i.e. the
product of mass flow rate and specific heat) on both sides of the heat exchanger was the same. This
maximized the performance of the heat exchanger. As at the start-up of the secondary pump the water in the
long transmission pipes was relatively cold, also the secondary side had a pre-heating phase, during which
the water was recirculated through the bypass at the end of the transmission pipes (Bypass 2 in Figure 3).
When the fluid temperature at the end of the forward transmission pipe was sufficiently high, the secondary
bypass was closed and energy was delivered to the DH network. In case that the fluid temperature at the end
of the forward transmission pipe was higher than the DH supply temperature, a shunt was used to temper the
temperature down, by pumping some of the cooler DH return water into the forward transmission pipe
(Shunt Pump in Figure 3).
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Figure 3: Detail of the TRNSYS model. For sake of clarity, only the first four collector rows of the eastern subfield are shown. Blue
and red connections represent the supply and return pipes of the solar collector loop; purple and light blue connections represent the
supply and the return pipes of the secondary side.



2.2.2.2. Frost protection

The 35% propylene glycol/water mixture in the solar collector loop ensured frost protection down to -16 °C
[33,34]. However, in case of extended cold periods the fluid temperature in the collectors may decrease close
to the freezing point. To avoid freezing in the collectors, a frost protection operation mode was implemented.
The primary pump started, when any of the temperature sensors installed in the collectors fell below -12 °C,
or when the ambient temperature was lower than -14 °C. In this way, the warmer fluid stored in the
distribution pipes was circulated in the collector field, increasing the fluid temperature in the collectors. The
pump turned off, when the temperature measured by all sensors installed in the collectors was at least -10 °C.

In case of extremely cold weather, this operation may not be able to stop the cooling of the solar collector
fluid. If the fluid temperature in the collectors fell below -14 °C, the primary bypass was closed and the
secondary pump started. Heat was transferred through the heat exchanger from the secondary side and the
DH network to the primary side.

2.2.3.Collector model

All the components used in the model belong to well-established TRNSYS libraries [15,19,20], with the only
exception of the collector Type 330. This type was developed by Bava and Furbo [9], editing the source code
of Type 539 [19]. Compared to Type 539, some desired features were introduced. The main feature is that
Type 330 accepts two sets of collector efficiency coefficients, one for turbulent and one for laminar flow. In
each node in which the collector model is divided, either efficiency expression is used, depending on the
flow regime in the node. The two efficiency expressions used in this study are shown in Table 1 and were
found by Bava and Furbo [9] for the same collector and fluid type.

Table 1: Declared and simulated efficiencies of HTHEATStore 35/08 collector based on the gross area of 13.57 m’ [9].

Fluid nl-1 a[Wm?K'l  a[Wm?K?
Declared efficiency [30] water 0.757 2.199 0.007
Collector efficiency (turbulent) 35% glycol  0.756 2.318 0.006
Collector efficiency (laminar) 35% glycol ~ 0.727 2.357 0.005

Additionally, if the incidence angle modifier (IAM) for diffuse radiation is known, this can be given as input
to Type 330, instead of being internally calculated as in Type 539. Finally, the IAM-expression for beam
radiation, which is linearized for angles larger than 60° in Type 539, can be used in a wider range of
incidence angles, depending on which data are available in the collector test report.

2.2.4.Pipes and flow distribution

Distribution and transmission pipes were modeled through Type 709 [19]. The thermal mass of the pipe
material, which may be relevant for the bigger pipes, was taken into account by Type 306 [20], which was
added to the longer pipes of the plant, i.e. supply pipe to the western subfield, the common return pipe from
the field and the transmission pipes.

To be able to simulate the flow distribution in the collector field, each single collector row and pipe segment
were modeled. To calculate the flow distribution in the collector field, a Matlab program [31] was called
every time step by Type 155 [15]. The flow distribution profile calculated by Matlab was passed to
TRNSY'S, which used it to distribute the total flow rate in the different collector rows.

2.2.5.Heat exchanger and pumps
Type 5b [15] was used to simulate the plate heat exchanger between primary and secondary side. The heat
transfer coefficient used by Type 5b is given by (Eq. 3), determined based on measurements from the heat
exchanger installed in the plant [9].

2 \06

UA = Fr(UAnom (72) (Eq. 3)
In (Eq. 3) UA,, is the declared heat transfer coefficient of the heat exchanger in nominal conditions, equal to
440 kW K'; Fris a correction factor for fouling, equal to 0.77; m is the primary flow rate across the heat
exchanger and is equal to 58 m’ h™' in nominal conditions.



The primary pump was a Grundfos CR 90-2 centrifugal pump [35]. The Matlab model evaluating the flow
distribution (see Section 2.2.4) also calculates the pressure drop in the primary loop. The good agreement
between modeled and measured pressure drop in the system was proved by Bava et al. [31]. Combining the
resulting system curve with the characteristics of the pump [35], it was verified that the electrical power of
the pump followed the affinity laws for centrifugal pumps [36]. So, given the pump power at a specific point
of operation (Vo and P, in (Eq. 4)), the power P,; for a flow rate V could be estimated through (Eq. 4):

5 \3
14
Pe; = Petnom (E) (Eq. 4)
The same assumption was made for the pump on the secondary pump.

2.3. Investigated scenarios

In the attempt of enhancing the performance of the solar heating plant, the model was used to investigate
different scenarios. Firstly, a reference scenario, based on the description given in Section 2.2, was
simulated. Then alternative scenarios were simulated to evaluate the impact of different improvement
measures, such as variation of the temperature levels in the collector field, more accurate input to the control
strategy, feedback control on the outlet temperature of the solar collector field, control strategy based on
weather forecast and use of different heat transfer fluids.

When comparing the performance of the plant in different scenarios, the energy delivered to the DH network
(Epr) was not sufficient to describe the performance of the plant, as this parameter did not consider at which
temperature the energy was delivered. So, the following energy indicators were introduced:

o FEppas energy delivered to DH at a temperature T,,py, such that AT py = Tpps=Tiopr < 2.5 K,
e FEpys: energy delivered at a temperature 7,py, such that 2.5 K < AT, py<5K,

e  Epy,: weighted energy to DH, defined as Epy ,,=Epy (1—0.008 AT, S_DHZ) (see Table 2). The weighted
energy Epy,, was introduced as single parameter combining energy and temperature, so to make the
comparison between different scenarios more immediate.

Table 2: Values of the factor (1-0.008 AT,.px>) for different temperature differences AT, pp.

AT, o [K] <0 1 2 3 4 5 75 10
1-0.008 AT, p;7 [] 1.00 099 097 093 0.87 080 055 020

3. Results and discussion

3.1. Reference case

In the reference case the yearly energy output from the collector field measured at the heat exchanger was
1.13 GWh (corresponding to 346 kWh m™), while the energy delivered to the DH was 1.08 GWh. Of this
energy 85% was characterized by a AT, py lower than 2.5 K, 12% had a AT, py between 2.5 K and 5 K, and
the remaining 3% had a AT py; higher than 5 K. The energy delivered to the DH on a monthly basis is shown
in Figure 4, together with the solar radiation on the collector plane. The yearly energy consumption of the
pumps was 15.3 MWh, of which 11.2 MWh were absorbed by the secondary pump, 4 MWh by the primary
pump and 0.1 MWh by the shunt pump. Frost protection mode without heat injection (Section 2.2.2.2) took
place only 12 minutes during the entire year.

As expected, the performance of the solar heating plant was highest in summer, significantly lower in spring
and autumn, and almost insignificant in winter. This was partly due to the lower solar radiation and ambient
temperature during this season, but also to the higher temperature at which the collector field was operated to
meet the DH temperature requirements (see Sections 2.2.1). Additionally, because the lower ambient
temperatures cooled the collector field and pipes more during non-operation, more energy was required for
pre-heating purposes. In the period November—February the monthly collected radiation during pre-heating
represented between 16% (February) and 78% (December) of the total radiation collected during operation of
the primary pump. In summer this fraction was about 3%—6%.
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Figure 4: Monthly solar radiation on the collector plane (left axis) and solar energy delivered to the DH network (right axis) in the
reference case.

As in winter the heat demand is highest, it would be beneficial to improve the performance of the collector
field in this period, as addressed in Section 3.2.

3.2. Lower outlet temperature set points

In the attempt of increasing the performance of the collector field in winter, an upper boundary for the outlet
temperature set point for the collector field was imposed (see (Eq. 5)) and progressively decreased in Cases
1-3.

Tiepoint = M0 Tserpoing maxs TomstS K+1 K) (Eq. 5)

Doing so, the temperature at which energy was supplied to the DH network did not meet the DH temperature
requirements any longer. However, as the solar fraction of the system was very small in winter, the DH
network was assumed to be able to compensate the lower temperature fluid supplied by the solar heating
plant.

The energy delivered to the DH during winter in the different scenarios, while progressively decreasing the
maximum set point temperature, is listed in Table 3 (Cases 1—3; Case 7 is later described in Section 3.3). The
lowest maximum set point considered was 76 °C, which was the same set point as in summer.

Table 3: Energy delivered to the DH in winter (November—March). For the reference case absolute values are reported; for the other
cases, the relative variations from the reference case are listed.

Epy Epnw Epyas Epy s
Reference case 109.0 87.4 325 47.1 MWh
Case 1: Tyerpointmax =85 °C +0.1%  -3.6% -0.2% -03% %
Case 2: Tyerpoint,max =80 °C +0.3% -10% -3.0% -16% %
Case 3: Tyerpointma—16 °C +0.6% -24% -24% -38% %
Case 7: Tyepointmax =80 °C -1.0% +12%  +164% -719% %

As seen from Table 3, decreasing the set point temperature (Cases 1—3) did not have a significant impact on
the energy delivered to the DH during winter (only +0.6% in Case 3). On the other hand, because of the
lower set point, the amount of energy delivered at temperatures close to the DH supply temperature
decreased significantly. Hence, lowering the set point temperature in winter to improve the efficiency of the
collector field did not bring significant advantages in terms of performance. The pumping energy was
roughly the same as in the reference scenario.

3.3. Accurate inputs to the control strategy

The control strategy (Section 2.2.2.1) assumed that the solar irradiance measured by the pyranometers was
the same as that received by the collectors. However, this was not strictly true, because the pyranometers
were installed on top of the collectors, so they did not experience shadows from other collector rows. This
difference may become particularly relevant in winter, when the solar altitude is low and the shadow effect
from row to row can be significant. In summer, when the sun is higher on the horizon, there may not be



shading of the beam radiation, but partial shading of the diffuse radiation still occurs. Another simplification
in the control strategy was to neglect the IAM of the collectors when calculating Oy, (Eq. 1). Finally, a
constant temperature drop across the heat exchanger was assumed (see Section 2.2.2.1 and (Eq. 5)), while
this could be better evaluated through (Eq. 6), based on the characteristics of the heat exchanger [37].
TpH,s—TpHr (1-€) (Eq. 6)

Tsetpoint = e

In (Eq. 6) Tpy, and Tpy, are the supply and return temperature in the DH network, while ¢ is the
effectiveness of the heat exchanger, defined by (Eq. 7) [37]:

() 2) e

The product (m cp) is the lowest between the two products on the two sides of the heat exchanger. As the

heat capacity rates in the primary and secondary loop were identical (see Section 2.2.2.1), either can be used
in (Eq. 7).

Using the same maximum set point temperature of 80 °C as in Case 2, different scenarios were investigated,
where the inputs to the control strategy were progressively made more representative of the actual conditions
of the plant. More specifically the following scenarios were considered:

e Case 4: same as Case 2, but with T, chosen as minimum value between 80 °C and the value
returned by (Eq. 6).

e (Case 5: same as Case 2, but in the definition of Q,, (Eq. 1) the peak collector efficiency was
decreased by the IAM for beam radiation, as calculated from the collector test report [30].

e C(Case 6: same as Case 2, but in the definition of Oy, the total shaded radiation on the collector plane
(as calculated by the TRNSY'S shadow mask Type 30) was used.

o Case 7: Tyepoim Was calculated as in Case 4, and the total shaded radiation (as in Case 6) and the
IAM (distinguishing beam and diffuse components) were used to calculate Q.

Table 4 presents the yearly energy delivered to the DH network and the electricity consumption of the pumps
in the above mentioned scenarios. The outlet temperature from the collector field in the different cases is
shown in Figure 5 for the day June 7. In this day Cases 2, 5 and 6 used an outlet temperature set point of
76 °C (Eq. 5), while Cases 4 and 7 used 74.3 °C (Eq. 6).

Table 4: Yearly energy delivered to the DH and electricity consumption of the pumps. The percentage variations %AEpg,,, and %AE,
are calculated with respect to Case 2.

Epn Eprw  YAEpp,  Epuis Epy s E, YAE,
[GWh] [GWh]  [%]  [GWh] [GWh] [MWh] [%]
Case2  1.08 1.04 - 092 0.1l 15.4 -
Case4  1.08 1.02 1.1% 089  0.15 175 +12%
Case 5 1.07 1.04  +0.1% 094  0.09 145 6%

Case 6 1.07 1.06 +2.0% 1.03 0.03 12.0 -28%
Case 7 1.08 1.07 +2.8% 1.05 0.01 12.6 -22%

Comparing Case 4 and Case 2, it is noted that the energy delivered to DH at the appropriate temperature
decreased (see Epy,, and Epy 5 in Table 4), although the energy to DH (Epy) was approximately constant.
This was due to the lower T in Case 4 (74.3 °C) compared to Case 2 (76 °C). As in both scenarios the
control strategy used the unshaded irradiance to determine the primary flow rate, while the collector field
received the shaded irradiance, the higher Ty, in Case 2 partially compensated this mismatch in irradiance
and made the solar heating plant deliver energy at higher temperatures, closer to the DH supply temperature,
as seen in Figure 5. This resulted in higher values of Epy,, and Epy ;5. Other consequences of the lower set
point in Case 4 were the higher flow rates (both on primary and secondary side) and so higher pumping
energy.
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Figure 5: Outlet temperature from the collector field (Cases 2 and 4—7) and solar irradiance on the collector plane on June 7".

In Case 5 the introduction of the IAM in the definition of Oy, resulted in a lower flow rate to the collector
field, especially in early morning and late afternoon, when the incidence angle was larger. This achieved a
more constant outlet temperature during the day, as seen in Figure 5. Due to the higher average temperature
in the collector field, the collector efficiency decreases compared to Case 2, resulting in a lower Epg.
However, as energy was delivered to DH at temperatures closer to the DH requirements, slightly higher Epy;,,
and Epy > 5 were achieved. The lower flow rates entailed lower pumping energy too.

In Case 6 the use of the shaded radiation in the control strategy had the same effect of lowering Q,,; as in
Case 5. However, the effect was more important, as shading effect played a more significant role than the
IAM. So the weighted energy to DH (Epy,,) increased by 2% and the pumping energy decreased by 28%
compared to Case 2 on a yearly basis (Table 4).

Finally, in Case 7 the close agreement between the inputs to the control strategy and the conditions in which
the plant operated resulted in an improved performance, with +2.8% in weighted energy to DH and -22% in
pumping energy. Using shaded irradiance and IAM decreased in particular the pumping energy in the
preheating phase (by 70%—80%), because of both lower power (due to lower flow rates) and shorter
duration. The performance of the solar heating plant was especially increased in winter, when shadows and
IAM played a more important role, as seen in Table 3 by comparing case 7 with the other scenarios. Figure 5
shows that the improved control strategy maintained the field outlet temperature fairly constant and very
close to the set point.

From Figure 5 it can also be noted that in all scenarios the field outlet temperature exceeded the set point,
when the solar irradiance was highest (around 12:00 and 13:30). In these periods the calculated flow rate
based on Q,,; was higher than the maximum flow that the primary pump could supply (see Eq. 2). Hence, a
slight overheating of the collector fluid could not be avoided.

Of the measures introduced in Cases 4—7, the use of a variable outlet temperature set point (Eq. 6) and the
introduction of IAM for beam radiation can be easily implemented in real world, simply adding a few lines
of code in the control algorithm of the plant. On the other hand, taking into account the shadow effect is less
straightforward, as it would require additional measuring equipment to evaluate the diffuse and beam
components of the solar radiation, as well as appropriate correlations to evaluate the shadow effect from row
to row.

3.4. Feedback control on the field outlet temperature

From (Egs. 1-2) it is noted that the outlet temperature set point was used to regulate the primary pump, while
the actual outlet temperature did not affect the control strategy during normal operation. This open-loop
control guaranteed good operation, as long as the measured data and the collector efficiency parameters used
in the control strategy were close to the actual conditions at which the plant operated. However, if the inputs
to the control strategy differ from the actual conditions (e.g., the pyranometers underestimate the actual



irradiance), a disagreement between field outlet temperature and set point can be expected.

To make the control more robust, a PID feedback control on the field outlet temperature was added (Type 23
[15]). If the outlet temperature differed from the set point, the control signal from the PID controller (u in
(Egs. 8-9)) was used to correct the flow rate m calculated by (Eq. 2).

Meorrectea = M* 1+w (Eq. 8)

1 d(ATSE —0U )
u=K (ATset—out + T_lf ATser—oue dt + Ty #) (Eq. 9)

The effect of the PID control when applied to Case 4 (see Section 3.3) was investigated in Case 4.1, to see
whether this type of control could compensate the low accuracy of the inputs given to the control strategy.
Additionally, two other scenarios (Cases 8 and 8.1) were investigated, where the irradiance value used for
control purposes was assumed to be 10% lower than the actual irradiance on the collector field. In fact,
silicon cell pyranometers, often used in solar collector field applications, are known to decrease their
sensitivity over time [9]. The only difference between the two scenarios was that Case 8.1 implemented the
PID controller.

Table 5 lists the yearly energy delivered to the DH network and the electricity consumption of the pumps in
the above mentioned scenarios. The outlet temperature from the collector field in the different cases is shown
in Figure 6 for the day June 7.

Table 5: Yearly energy delivered to the DH network and electricity consumption of the pumps with and without PID control on the
field outlet temperature. The percentage variations %AEpy,,, and %AE,; of the Case 4.1 and 8.1 are calculated with respect to Case 4
and 8 respectively.

EDH EDH, w %AEDH, w EDH 2.5 EDH5 Eel %AEel
[GWh] [GWh] [%] [GWh] [GWh] [MWh] [%]

Case 4 1.08 1.02 - 0.89 0.15 17.5 -
Case 4.1 1.08 1.06 +3.9% 1.05 0.02 12.8 -27%
Case 8 1.05 1.04 - 1.03 0.01 103 -

Case 8.1 1.07 1.06 +1.9% 1.05 0.01 12.6 +22%

In Case 4.1 the feedback control compensated the overestimation of the solar irradiance in the control
strategy. In fact, in the definition of Q,, in Case 4 neither IAM nor shadows from row to row were
considered. As the field outlet temperature in Case 4.1 was higher than in Case 4, the collector efficiency
decreased and so did the energy delivered to the DH network Epy. However, as this energy was at a
temperature closer to the DH supply temperature, both Epy,, and Epy ;5 increased. Additionally, the pumping
energy decreased by 27% in Case 4.1 compared to Case 4, because to reach a higher temperature rise across
the collector field, the flow rates had to decrease.

It can be seen that the energy indicators in Case 4.1 (in Table 5) were very similar to those in Case 7 (in
Table 4). Also the outlet temperature profiles in the two cases were close to each other (see Figure 5 and
Figure 6). This suggested that the integration of feedback control on the outlet field temperature had the same
effect as providing accurate input parameters to the control strategy (Section 3.3). The distinction between
beam and diffuse radiation, as well as the calculation of the shadow effect, can be easily performed in a
simulation program like TRNSYS, but they are more demanding to achieve in real world, as they require
additional equipment compared to a single pyranometer measuring the total radiation. Additionally the
correlations used to estimate shading from row to row are likely to entail some degree of error. For these
reasons, the integration of a PID controller to correct the primary flow rate seemed a more robust and
economical solution. Because the PID control is a feedback control without any direct knowledge of the
regulated system, it may show a poor behavior if used alone to regulate processes with long and/or variable
time delays. This is why the solar heating plant was still mainly regulated by the feed-forward control
(Egs. 1-2), which relied on the actual physics of the plant, while the PID controller was introduced for minor
corrections.
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Figure 6: Outlet temperature from the collector field (Cases 4, 4.1, 8 and 8.1) and solar irradiance on the collector plane on June 7".

In Case 8 the underestimation of the solar irradiance led to field outlet temperatures higher than the set point
(see Figure 6). This penalized the collector efficiency, reducing the energy output of the collector field
(Table 5). The addition of the PID control in Case 8.1 improved the plant performance by 1.6%. However,
the higher flow rate required to avoid overheating of the solar collector fluid led to an increase of the
pumping energy by 22%.

3.5. Control strategy and weather forecast

Assuming that the weather conditions at the plant location could be accurately forecast (for example using an
all-sky camera), different scenarios were simulated, implementing weather forecast in the control strategy. In
the model weather conditions were forecast simply reading in advance the weather data from the weather
data file.

Two types of weather forecast were implemented: a short-term and a long-term forecast. In the short-term
forecast, the weather conditions expected to occur in the next future (20 s, 30 s and 60 s ahead) were used to
calculate Q,,, and anticipate the regulation of the primary pump, in the attempt of obtaining a more constant
outlet temperature from the collector field in case of fluctuating irradiance.

In the long-term forecast, the upcoming weather conditions were used to predict the future energy output
from the collector field. The condition (Eq. 10) was added to the start-up requirements of the primary pump
(see Section 2.2.2.1). This condition required that the weather conditions over the future time interval At
were at least sufficient for the operation of the collector field at the lowest flow rate and at nominal
temperatures. Values of 15, 30 and 60 minutes were used as At.

t+At .
ST Qsor dt = 1itnin ¢ (T gipoine — Tin) At (Eq. 10)
This condition was added to avoid useless start-up and preheating of the plant, when the upcoming weather
conditions would not allow normal operation for a minimum period of time.

As weather data from the Meteonorm data file in TRNSYS were interpolations of hourly values, they did not
present fast fluctuations in solar irradiance, which were needed to evaluate the impact of the above
mentioned control strategies. Hence, these simulations used measured data from Heje Taastrup plant [9] for
an overall period of 20 days with different sky conditions (moving clouds, clear and overcast sky).
Instantaneous values of total and diffuse irradiance on the collector plane, as well as ambient temperature,
were available with 1 minute time step. Data sets with smaller time steps were created by interpolation of the
measured data.

Neither approach led to relevant improvements in performance. In the short-term forecast the energy output
from the collector field decreased slightly (-0.9% in the worst scenario) and the outlet temperature profile
was not more constant in days with intermittent irradiance. The long-term forecast avoided the start-up of the
plant in days characterized by mainly cloudy conditions with few and short sunny moments. However, the



effect over the entire period was irrelevant. The electricity consumption of the pumps was reduced by 0.1%,
but the energy output from the collector field decreased by 0.3%.

3.6. Fluid types

As higher concentrations of glycol entail poorer fluid properties in terms of specific heat and heat transfer as
well as higher pumping power, lower concentrations may be preferable. However, mixtures with lower
concentrations have higher freezing points, so the plant may run in frost protection mode more often (Section
2.2.2.2), requiring additional pumping energy and heat injection from the DH network. To identify the best
compromise between fluid properties and frost protection, scenarios using different fluids in the primary loop
were simulated and their results were compared to Case 7, which used a 35% glycol/water mixture. More
specifically, water and a 22% propylene glycol/water mixture were considered. The 22% glycol/water
mixture was chosen for its freezing point of -8 °C [33,34], which reduced by 93% the number of hours of
frost protection operation compared to the scenario using water (Figure 7).

The TRNSYS models using water and the 22% propylene glycol/water mixture differed from Case 7 in terms
of collector efficiencies, which were calculated for the new fluids, according to what described in Section
2.2.3 and in [9]; characteristics of the primary pump for the new fluids (see Section 2.2.5) and fluid
properties. Frost protection operated as described in Section 2.2.2.2, but its temperature set points were
modified so that the differences between set points and freezing temperature of the new fluids were the same
as for the 35% glycol/water mixture.
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Figure 7: Frequency diagram of ambient temperatures below 2 °C in Haje Taastrup during the design reference year [15].

A summary of the results in terms of energy transferred between the solar heating plant and DH network, as
well as electricity consumption of the pumps, is given in Table 6. Compared to a 35% propylene
glycol/water mixture, the use of water and a 22% glycol/water mixture increased the energy output of the
plant by 2.2% and 0.8%. The better thermophysical properties of the fluids improved the collector efficiency
and decreased the pressure drop across the primary loop. This entailed a higher maximum flow rate of the
primary pump, which reduced and/or avoided overheating of collector fluid above the set point temperature,
especially in summer. However, the better thermal performance of the plant was outweighed by the energy
required by the frost protection operation. This was especially true when using water, as 0.08 GWh were
injected into the collector field in winter, in the face of an extra production of 0.02 GWh (mainly in spring-
summer). Not only the net balance was negative, but as the DH heat demand is much higher in winter than in
summer, the trade-off was disadvantageous. In case of the 22% glycol/water mixture this net balance was
positive, but negligible.

Table 6: Yearly energy exchanged between solar heating plant and DH network, and electricity consumption of the pumps. The
percentage variations %AEpy,,, and %AE,; are calculated with respect to Case 7.

Epy Eprw  %AEpuyw  Efoy Eq Y%AE,
[GWh] [GWh] [%] [GWh] [MWh]  [%]
Case 7 (35% glycol) 1.08 1.07 - 0 12.6 -
Case 9 (water) 1.10 1.09 +2.2% 0.08 134 +6%

Case 10 (22% glycol) 1.08 1.07 +0.8% 0.01 13.1 +4%




Additionally, the electricity consumption of the pumps increased. In fact, although the lower viscosities of
water and 22% glycol/water mixture reduced the pumping energy in the primary loop by 0.5 MWh and 0.3
MWh respectively, the higher flow rate which could be supplied by the primary pump and the matched flow
between primary and secondary pump increased the pumping energy on the secondary side (+1.1 MWh and
+0.8 MWh respectively). Furthermore, the pumps ran more often for frost protection purposes (+0.2 MWh
and +24 kWh respectively). The higher pumping energy was caused by the specific equipment and location
of Hgje Taastrup plant. If the collector field lay close to the DH network, and the primary pump could supply
any flow rate expected by the control strategy (Eqs. 1-2) regardless of the fluid type, the electricity
consumption of the secondary pump would be less significant and the use of fluids with lower viscosity
would decrease the total pumping energy.

The limited increase in energy output from the plant did not seem to justify the higher risk of freezing
connected to the use of fluids with lower glycol concentrations, unless this entailed some other clear
advantages, which may include lower cost of the fluid, less maintenance and reduced risk of corrosion.

5. Conclusions

A detailed TRNSYS-Matlab model, which had been previously validated, was used to simulate the behavior
and thermal performance of a solar heating plant for DH application in different scenarios. Based on the
simulation results, the following conclusions can be drawn.

e The inputs to the control strategy should be as representative of the actual conditions of the plant as
possible. For example, the measured solar irradiance should be corrected to take into account
shadows from row to row as well as the IAM, before being used for control purposes.

e Lowering the set point temperature in winter improved the plant performance, only if more accurate
IAM and shadows from row to row were considered.

e Feedback control on the field outlet temperature improved the performance of the plant, when the
inputs to the control strategy differed from the actual operating conditions. Hence, this can be a
valid alternative to more accurate input to the control strategy.

e Control strategies implementing weather forecast did not show significant improvements, which
may justify the additional cost and complexity of the control system.

e  Glycol/water mixtures minimizing or completely avoiding frost protection operation seemed to be
preferable to mixtures with lower concentrations. The enhanced thermophysical properties of the
latter barely compensated the additional energy required for frost protection.
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One day two men in their 30s bumped into each other, while hurrying up along the street. Noah halted, a
bit annoyed by the distracted guy. But his annoyance turned into a surprised smile, when he recognized
Ethan.

They had used to be very good friends in school, but had lost contact when moving away for university.
They had not seen each other since then.

Glad for the unexpected reunion, they disregarded their agendas and went for a coffee.

After so many years they had a lot to catch up with: university time, current and past jobs, family,
maybe acquaintances from the old days they were still in contact with...

While wondering how fast time runs away and how things can change so rapidly without actually
changing at all, Ethan asked:

“Last time we were together, we were carefree teenager... now look at us! Grown-up responsible adults...
How did that happen? When do you think you became a man?”

Noah pondered for a short while.

“.hum,

...maybe it was when [ moved from my parents” house for university...

no, I think when I got my first real job and that check at the end of the month...
wait! When I got married to Erika; that must be it! ...

...or maybe when Elli was born... I don’t know...

What about you? When do you think you became a man?”

After thinking about it for a moment, Ethan said:

“When I was a child, my father used to wake me up early on Sundays and we would go to see the sunrise
from the pier. I remember that when the sun emerged completely from the horizon and the sunrays stung
my eyes, my father would stand in front of me, shielding me from the light. My father’s figure appeared
impressive from there. Taut and solid, with shoulders wide enough to cover the entire sun, and light
pouring around his body profile.

One day of late autumn, when I was about 25, I went back to visit my parents. On Sunday morning
my father and I headed toward the pier. Dad was merely the shadow of his former self. His body curved
and weak now. His skin loose, no longer filled by the former musculature.

The wind was brisk, when the sun started rising. My dad’s eyes blurred and feeble. I saw them strug-
gling against the strength of the morning light. So I stepped in front of him, my shadow shrouding his
figure. 1 felt a light weight when he leaned on my back for support. Then, I feel, was when 1 became
aman.”



In the last years Denmark has seen a rapid increase in the number and size of so-
lar collector fields for district heating application. As this trend is expected to
continue, it is important to identify which factors affect the plant performance. If
correct sizing, control and design are evaluated in advance and implemented in
the planning phase, later and more expensive interventions can be avoided. This
can be done by means of detailed simulation models, which have been the focus
of this PhD study. Based on the results, guidelines on how to model and plan a
solar heating plant were given.
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